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1

Introduction

PWConstraints is a rule-based programming language used to solve complex musical problems.
These problems typically comprise situations where the user wants to describe the end result
from many different points of view. Writing counterpoint is a good example. The end result is
described with the help of rules controlling melodic lines, harmony, voice-leading, etc.

When using a procedural programming language, such as C or Pascal, or a functional language,
like Lisp or PW, the user has to solve a problem in a stepwise manner. In many cases this ap-
proach is an adequate one, but for many types of problem it may lead to programs that are diffi-
cult to design or understand. Descriptive or declarative languages, like Prolog, offer an
alternative way to look at this problem: instead of trying to solve a problem step-by-step, the user
describes a possible result with the help of a set of rules.

PWConstraints can be thought of as a descriptive language. When using it we do not formulate
stepwise algorithms, but define first a search-space. Then we search for solutions with a backtrack
search-engine that produces systematically potential results. In a typical case we are not interested
in all possible results, but filter (or, rather, constrain) these with the help of rules describing an ac-
ceptable solution.
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2

About this documentation

A detailed discussion on constraint programming and PWConstraints is found in the fifth chapter
of my thesis (Laurson 96). The Appendix of this documentation gives the first three sections of
this chapter (called henceforth "thesis text"). The thesis text is quite long and technical and it is not
necessary for all users to read everything in order to be able to use PWConstraints effectively.

Probably section 5.1 should be read by all users, as it introduces the basic concepts of PWCon-
straints. Also it covers a detailed discussion of many concrete examples (ranging from simple to
relatively complex).

Section 5.2 is mostly technical (especially sections 5.2.1, 5.2.2 and 5.2.5 can be skipped as they
mostly describe how PWConstraints is implemented). Sections 5.2.3, 5.2.4 and 5.2.6, however,
give useful information of heuristic rules, PW interface, etc. Section 5.2.7, dealing with forward
checking, is quite arduous. It describes some of the efficiency problems that one typically encoun-
ters when using the system. Therefor it is useful for people who want to use PWConstraints more
intensely.

Section 5.3 discusses how to write counterpoint rules in PWConstraints and should be read by
anyone (especially sections 5.3.1-5.3.2) who wants to use the scor e- PMC box (the scor e- PMC
box will be explained later in the documentation).

Besides this introductory text and the Appendix, the documentation also includes a short text
about programming, examples and extensions (PWConstraints Programming) and a reference
manual (PWConstraints Reference).

The section PWConstraints Programming will concentrate mostly on the aspects that are not cov-
ered in my thesis, like giving some practical programming hints, describing various PW exten-
sions, etc.

PWConstraints Reference, in turn, describes the menu structure of PWConstraints and the PW-
boxes, Lisp functions and macros included with this package.
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3.1

PWConstraints Programming

PMC and scor e- PMC

PWConstraints provides two primary functions, PMC and scor e- PMC. Both functions are de-
scribed in detail in my thesis text (sections 5.1, 5.2 and 5.3). As it is important to understand the
difference between them, we recapitulate below their main features and differences.

PMC is a general purpose tool and it can solve both music-related and non-music-related con-
straint-based problems. PMCcan be used either directly in a text-editor or inside PW (PW provides
a graphical interface for constraint-based programming).

Compared with PMC, scor e- PMCis more specialised in solving musical problems. It requires a
prepared rhythmic structure (a polyphonic PW RTM-editor) as input and aims at filling the input
score with pitch information. scor e- PMC can be used only inside PW (i.e. the user has to work
with a PW-patch). The scor e- PMC rules are different from those of PMC as the variable names
mentioned in the pattern-matching part and the special variables1and rl refer to objects not to val-
ues (like PMCrules do). For instance the following PMC rule:

(*, ?1 22 23 ( |f_(eq SC? ' (3-1la 3-11b) ?1 ?2 ?3))
"only m nor/maj or 3-nmenber SCs")

has to be translated to the following scor e- PMCrule:

* ?21 722 ?23 (?if (eq-SC? '(3-1la 3-11b) (m?1) (m?2) (m?3
( "only nlnoglnajgrq3 nenb( SCs") ) ) ( ) )))

where we extract the midi-values (using the macro m) from the objects ?1, ?2 and ?3.

Examples Folder

The PWConstraints package includes a collection of examples found in the "Examples"” folder. It
contains a folder called "PMC-examples" that in turn has two folders called "Text examples" and
"Patches". The former consists of text-based examples, while the latter contains PW patches. The
text-based examples deal with various general constraint-based problems ("Basic-exs.lisp") and
with the examples discussed in my thesis ("Section-5.1-exs.lisp"). There are also typical combina-
torial problems in the files "All-interval-series.lisp" and "All-interval-chords.lisp".

The "Patches" folder, in turn, consists of patches that demonstrate how the PMCbox is used inside
PW. Running these examples is straightforward: just evaluate the PMC expression or the PMCbox
(sometimes it is necessary to evaluate some global variables or lisp help functions found in the
same file before running the PMC function).
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The "Examples" folder contains also scor e- PMC box examples ('scor e- PMC-examples”). As
these typically contain already 10-20 rules it is often convenient to use for the rules the text-win
module. The text-win box allows the rules to be edited, saved and loaded in a modular fashion. I
normally put each scor e- PMC example in a separate folder that contains besides the patch-file,
text-files for ordinary rules, forward checking rules, etc. For instance the example folder "2-part-
canon" contains the patch-file "2-part-canon.pw" and two text-files: "2-part-canon-rules.lisp" (for
the r ul es input) and "2-part-canon-fwc-rules.lisp" for the fwc-rules input). This example is run in
four steps: (1) open the patch-file; (2) open the text-file for the r ul es input (use the popup-menu
of the text-win box to open the file); (3) open the text-file for the f we- r ul es input; and finally
(4) evaluate the scor e- PMCbox. After the search is finished (this can take a while, as the example
is quite complex), the scor e- PMC box draws directly the solution into the polyphonic RTM-ed-
itor that is connected to the first input.

The music analysis examples (also found in the "Examples" folder) are run in a similar fashion:
first open the patch, then the text-file containing the music-analysis rules and finally evaluate the
music analysis-box. The MA- PMC1 box prints messages into the Listener window, whereas the
MA- PMC2 box draws its result directly into the input score (these boxes are described in the Ref-
erence part of this manual). In the latter case it is necessary to open the RTM-editor in order to see
the analysis information.

Note that the PWConstraints text-files should be in the package "PWCS". This means that first line
of a text-file should be either:

(i n-package : pwcs) or (i n-package "PWCS').

3.2 PW Extensions

The PWConstraints package adds to the RTM-editor the possibility to group any continuous suc-
cession of chords (these selections are called henceforth "groups"). After loading PWConstraints
the RTM-editor main-menu bar has a new menu called "Groups" containing the following menu-
items:

+ Show groups
Draw options 3

Make group
Clear group

Clear selected
Clear all groups

Constrain
Unconstrain

Fig.1: "Groups" menu.
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The "Show groups" menu is a flag indicating whether the groups are displayed or not. The "Draw
options" menu has two sub menus controlling the way the grouping information is drawn (we
will explain these menu-items later).

The "Make group" menu allows the user to make groups. Before selecting this menu one must
make a selection in the RTM-editor. The grouping scheme requires that the selected items must
be at the chord leaves of the beat structure (i.e. select only the dotted-line rectangles that are
drawn at the lowest level). For instance, in figure 2 below the user has selected a range of three
chords having the notes C4, B4 and F#4. (This selection is accomplished by shift-clicking the end-
points of the selection.) The selection is indicated by the black rectangles (only the first and the
last rectangle of the selection are drawn black).

Fig.2: The user selects a range of chords.

After this the user selects the "Make group" menu (or types the character "g" from the keyboard).
A dialogue is opened asking for the name of the group (figure 3):

Group name

I (@)

Fig.3: The group name dialogue.

Finally figure 4 shows the new group (named "g1") drawn below the selected chords:

J =50

Fig.4: The score showing the group "g1".
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To group isolated chords (i.e. to make a group containing only one chord), simply select the leaf
rectangle of the respective chord and call the "Make group" menu.

The "Clear group" menu allows the user to clear a given named group. As in the previous exam-
ple, select first the group (it is enough to select only the first chord of the group) and select the
"Clear group" menu. A dialogue will appear asking the name of the group to be cleared. For in-
stance, to clear the "g1" group in figure 4, select the first chord of the "g1" group, select the "Clear
group" menu and type in the dialogue the string "g1".

The "Clear selected" menu is similar to the "Clear group" menu except it allows to clear all groups
that are found within the selection. No dialogue will appear in this case as this menu clears all
selected groups regardless of their names.

The "Clear all groups" menu clears all groups found in the score. This menu does not require any
selection, as all groups will be cleared regardless of their position and name.

The "Constrain menu" is used to "constrain" a range of selected chords (the pitches of the con-
strained chords will be fixed during search). For instance, constraining the three selected chords
of figure 2, will produce the following result (figure 5):

Fig.5: The user constrains a group of chords.

The constrained chords are indicated by the character drawn above the chord.

The "Unconstrain menu", in turn, is used to remove the constraints from the selected chords.

The "Draw options" menu that was already mentioned above contains two sub menus called
"Show two group names" and "Constant line drawing". The former is a flag indicating whether or
not the group name is drawn twice (in the examples above this flag has been ni |, i.e. the group
name is drawn only once). If the flag is t r ue then the name is repeated at the end of the dotted
line showing the extent of the group (figure 6):

=50

Fig.6: Overlapping groups.
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This feature can be useful when different groups are overlapping (like in figure 6) and it becomes
more difficult to identify where a given group ends.

Figure 6 shows also when the latter sub menu is useful. "Constant line drawing" indicates wheth-
er the dotted group lines are drawn at a constant y-position (the default case). If, however, this
flagis ni | then the algorithm draws the dotted lines with a slight offset added to the normal y-
position. This makes it sometimes easier to distinguish the different groupings in a crowded sit-
uation (figure 6).
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4 PWConstraints Reference

This part of the documentation serves mainly as a reference manual to the menus, PW-boxes,
functions and macros used by PWConstraints. A more detailed discussion on constraint pro-
gramming and PWConstraints is found in the Appendix.

Figure 1 below shows the menu structure of PWConstraints. We will next discuss each main
menu and its sub menus in turn.

PMLC
score-PMC

update score U
scramble domains

rule diagnostics flag

engine info
PWICs »
Utilities 3 SC-name
Debug b S$C+off
PC-set-theory  »| — | SCs/card
Music Analysis » SC-info
Doc b sub/supersets

all-subs

MA-PMC1

MA-PMLC2

PMLC

Lisp

PC-set-theory
edample functions

score-PMC
misc
counterpoint
groups

Fig.1: The PWConstraints main menu with its sub menus.
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4.1 PWCs Menu

PMLC
score-PMC

Fig.2: PWCs menu.

The "PWCs" menu (figure 2) creates the two main PW-boxes used by PWConstraints: PMC and
scor e- PMC. PMCis discussed in detail in the Appendix (sections 5.1 and 5.2) and scor e- PMCin

section 5.3.

41.1 PMC Box

i[s—spa[rule=|y > |3 |t
o[ fwe—rq[Rheuridy 0 |3 |n
ijsols=q[rnd? || pfonce]pil ]
print E
pmc pme
Fig.3: PMC box.

pat ch-wor k: : pnt
s-space rul es

fwe-rul es heuristic-rules

sol s- node rnd?
print-f

PMC (figure 3) creates a search-engine and starts the search. After the search is completed, PMCre-
turns a list of solutions. The solutions should satisfy the constraints given by the user. For more
details, refer to the Appendix (especially sections 5.1 and 5.2).

PMChas the following arguments:

-s-space
-rul es
-fwe-rul es
-heuristic-rul es
- sol s- node

-rnd?

a list of domains for each search-variable

a list of rules (ordinary PWConstraints rules)
a list of forward-checking rules

a list of heuristic rules

indicates the number of solutions required:

: once (the default case, one solution) or

al | (all solutions). sol s-node can also be a positive integer
giving the number of desired solutions.

a flag indicating whether or not the search- space is randomly reor-
dered (by default r nd? is ni | ).

9 - PatchWork - PWConstraints



-print-fl

41.2 score-PMC Box

a flag, if t r ue then the index of the current search-variable is prin-
ted in the Listener window indicating how far the search has pro-
ceeded.

[m=Tind[rangedy [£> [[*

|
[Fules]|fwe—rid I [[c= |
[Rewrid[ro-at]y [£> [[* |
[prepad[al Towld I [[c= |
[soT=s—q[Frd? ] [fence]pil ]
print E
score-pme Score-ppe

Fig.4: scor e- PMCbox.

pat ch-work: : score- PMC

m|ines ranges
rules fwe-rules

heuri stic-rul es no-attack-rul es

prepare-fns+args all

sol s- node rnd?
print-f

owed- pcs

scor e- PMC (figure 4) reads its inputs, creates a search-engine and starts the search. After the
search is completed, scor e- PMC updates the input score. The solution should satisfy the con-
straints given by the user. For more details, refer to the Appendix (section 5.3).

scor e- PMChas the following arguments:

- mlines
-ranges

-rul es

-heuristic-rul es
-non-attack-rul es
- prepar e-f ns+ar gs

-al | owed- pcs

-sol s- node

a list of measure-lines, defining the input score.

either a simple range list, a list of lists of ranges or a list of measure-
lines. In the latter case the argument is given as a search-space
score.

alistofrul es
a list of heuristicr ul es.
a list of non-attack rules.

a list of user-definable preparation functions that are called before
the search starts. They allow the user to customise the search pro-
blem.

a list of allowed pitch-classes. It is used to filter unwanted pitch-

classes from the domains of the search-variables. For instance, by
iving thelist (0 2 4 5 7 9 11) we permit only 'white' notes of

the piano

keyboard.

indicates the number of solutions required:

once (the default case, one solution) or

10 - PatchWork - PWConstraints



4.2

all (all solutions). sol s-node can also be a positive integer
giving the number of desired solutions.

-rnd? a flag indicating whether or not the search-space is randomly reor-
dered (by defaultrnd?isni | ).

-print-fl a flag, if t r ue then the index of the current search-variable is prin-
ted in the Listener window indicating how far the search has pro-
ceeded.

Utilities Menu

update score U
scramble domains

4.3

Fig.5: Utilities menu.

The "Utilities" menu (figure 5) contains two menu-items: "update score" and "scramble domains".
These menus are used in connection with the scor e- PMC box.

The "update score" menu is typically used while a scor e- PMCsearch is running. When the user
selects this menu (or types command-U) the current input score used by the scor e- PMCbox is
updated. The partial solution found so far is drawn up to the current search-variable. After this
middle C (or 6000 in midics) is set as the default pitch (this is true only for chords that have not
been constrained by the user). This tool is useful especially when a search is time consuming, as
it allows the user to inspect a partial solution while the search is still running.

The "scramble domains" menu is more experimental and it may be useful in situations where the
search is not proceeding well. Like the "update score" menu, the "scramble domains" menu is
used while a scor e- PMCsearch is running. When selected it "scrambles" (or reorders randomly)
all domains. This may sometimes help in dead-end situations, as the search can be sensitive to the
order in which the values of the domains are tried out.

Debug Menu

rule diagnostics flag
engine info

Fig.6: Debug menu.

The "Debug" menu (figure 6) contains two menu-items: "rule diagnostics flag" and "engine info".
These menu-items are useful for debugging purposes.
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The "rule diagnostics flag" menu shows whether the "diagnostics" mode of the search-engine is
on or off (the mode is on when a check-mark is drawn in front of the menu-title, it is off if there
is no check-mark). When the diagnostics mode is on the engine collects during search information
on how often rules fail. This information is printed in the Listener window. For instance a mes-
sage like:

("suspension 1. rule" 100)

means that the rule with the documentation string " suspension 1. rule" has failed 100
times. This tool can be helpful in finding out if a given rule or a group of rules fail very often. This
can in turn be a sign that these rules are too strict.

Eng ine

engine=info d

Fig.7:engi ne-i nf o box.

The "engine info" menu creates a PW-box called engi ne- i nf o (figure 7). It has one input which
is a menu-box. Here the user can select various functions that allow to access the internal state of
the current search-engine. Currently following functions are found in the menu-box:

-engi ne returns the current search-engine

-allsols returns all solutions found by the current search-engine

- domai ns returns the contents of the domain slots of the search-variables

- ot her - val ues returns the contents of the other-values slots of the search-variables
-partial sol returns the current partial solution.

4.4 PC-set-theory Menu

S$C-name
SC+off
SCs/card
SC-info
sub/supersets
all-subs

Fig.8: PC-set-theory menu.

PWConstraints provides a small PC-set-theoretical package (figure 8). No attempt will be made
here to explain PC-set-theoretical concepts. Interested readers can find references and examples
of the usage of PC-set-theory in combination with PWConstraints in my thesis (especially in sec-
tion 5.1). PWConstraints contains the following PC-set-theory boxes (figure 9):
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imidi= || p[EG0 617 |
senape | [semnape ]

imidi= || p[E0 B1) |

scraff | [eergff |

n|card E
scgdpany [segipany

1[funct][se—najg pEC [B-1 ]
sc—info sc—infa

i[se-rof[eard |1 pE-1 B |
subisypersets | |subisypersets

0 sc—nud ]E—1
all=sub] |al|=Fub

Fig.9: PC-set-theory boxes

4.4.1 SC-name midis

returns the SC-name of m di s (a list of midi-values), m di s can also be a list of lists of midis in
which case SC- nane returns the SC-names for each midi-value sublist.

442 SC+off midis

returns a list containing the SC-name and the offset (i.e. the transposition relative to the prime
form of the SC) of m di s (a list of midi-values). m di s can also be a list of lists of midi-values in
which case SC+of f returns the SCs with offsets for each midi-value sublist.

4.4.3 SCs/card card

returns all SCs of a given cardinality (car d).

4.4.4 SC-info function SC-name

allows to access information of a given SC (second input, SC- nane). The type of information is
defined by the first input (f unct i on). This input is a menu-box and contains the following menu-

items:

- CARD returns the cardinality of SC

- PRIME returns the prime form of SC

- 1cv returns the interval-class vector of SC
- MEMBER- SETS returns a list of the member-sets of SC

(i.e. all 12 transpositions of the prime form)
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- COVPLEMENT- PCs returns a list of PCs not included in th prime form of SC.

The second input is also a menu-box, where the user selects the SC-name. When the input is
scrolled, it displays all SC-names of a given cardinality. The cardinality can be incremented by
alt-clicking or decremented by alt-command-clicking the input. The input accepts also a list of SC-
names. In this case the SC-i nf 0 box returns the requested information for all given SC-names.

4.4.5 sub/supersets sc-name card

returns all subset classes of SC (when car d is less than the cardinality of SC) or superset classes
(when car d is greater than the cardinality of SC) of cardinality car d. The first input is a menu-
box, where the user selects the SC- narme. When the input is scrolled, it displays all SC-names of
a given cardinality. The cardinality can be incremented by alt-clicking or decremented by alt-
command-clicking the input.

4.4.6 all-subs sc-name

4.5

returns all subset classes of the given SC (SC- nare). Accepts also a list of SCs in which case all
subset classes of the given SCs are appended (all duplicates are removed from the result). The first
input is a menu-box, where the user selects the SC-name. When the input is scrolled, it displays
all SC-names of a given cardinality. The cardinality can be incremented by alt-clicking or decre-
mented by alt-command-clicking the input.

Music Analysis Menu

MA-PMC1
MA-PMLC2

Fig.10: Music analysis menu.

MA- PMC1 and MA- PMC2 are the two primary music analysis tools provided by PWConstraints.
MA- PMCL has the following arguments (figure 11):

[m-Tird[rules|d p[c> [ L
ma-pmc 1 ma-pmc 1

Fig.11: MA- PMC1 box.

MA-PMCI mlinesrul es

- mlines a list of measure-lines (the output of a polyphonic RTM-box) defi-
ning the input score
-rules a list of PWConstraints r ul es.
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MA- PMCL is meant to be used to analyse a given score with standard PWConstraints rules. The
rules are run for each note in the score (just like with scor e- PMC). If a given rule fails at some
note, a message will be printed to the Listener window, giving the number of the rule, the name
of the rule and the exact position of the failure. For instance, if we assume that a rule allowing
only certain melodic intervals fails at measure 2 of part 1, we get the following message:

Rule no 1 'allowed ints' failed at: part 1, measure 2, beat 2, note 71 (B3).
MA- PMC2, in turn, has the following arguments (figure 12):

[m=Tird[ruTes]d p[ca [[2 L

m-.',|—|:|mt:'21 mu—pmc'21

Fig.12: MA- PMC2 box.

MA-PM22 mlinesrul es

- mlines a list of measure-lines (a polyphonic RTM-box) defining the input
score
-rules a list of PWConstraints "analysis-r ul es".

MA- PMC2 is used to write analysis information directly into a PW RTM-editor. The rules used by
MA- PMC2, called analysis-rules, are standard PWConstraints rules with a pattern-matching part
and a Lisp-code part, except the value returned by an analysis-rule is not a truth value, but a col-
lection of information consisting of: (1) the information to be printed below a note in the score; (2)
the "note-position” where the information is to be printed (given as a variable name - i.e. ?1, ?2,
etc.- found in the pattern-matching part); (3) the row number where the information is to be print-
ed allowing the user to control the layout of the information. For instance, the following simple
analysis-rule prints the melodic-index (m ndex) of each note in the input score:

(* 21
(2 f
(val ues : : :
()m ndex ?1) ; information to be printed
21 ; note-position
1)) ; print at row nunber 1

The following example prints the SC identity (using the function SC- nane) of each melodic three
note succession in the input score:
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4.6

(* 21 22 23
2 f

(values _

gsc name (list (m?1) (m?2) (m?3))) ; information to be printed
; print below ?1

2))) © print at row nunber 2

DOC Menu

PMC

Lisp
PC-set-theory
example functions

score-PMC
misc
counterpoint
groups

Fig.12: DOC menu.

PWConstraints is somewhat different from other PW user-libraries, as the user typically writes
the rules as Lisp expressions in a text-editor. This means that there are relatively few PW-boxes
provided by the system (the most important boxes are PMC and scor e- PMC). The main bulk of
PWConstraints is in pure Lisp code. PWConstraints adds a menu called "DOC" in order to pro-
vide access to the documentation strings of the most essential functions and macros needed when
writing PWConstraints rules. The menu is divided into eight sub menus: "PMC', "Lisp", "PC-set-
theory", "example functions”, "scor e- PMC’, "misc”, "counterpoint” and "groups". The functions
included in the sub menus below the dotted line are all using the scor e- PMC box. If one of the
sub menus is selected, the Lisp Documentation window is opened containing the documentation
strings of the functions and macros grouped under the sub menu.

46.1 PMC Sub Menu

The "PMC' sub menu contains the documentation strings of some basic PMC functions:

WCs: : cur-index ()
function]

returns the current search-index (counted from 1).

cur-slen ()
Ffunctlon]

returns the number of search-variables of the current search-engine.
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mcs::read-key_&nethod next - met hod- cont ext self key
Fgenerlc—func i on]

read data from place with key.

wes: i wite-key &ret hod next-net hod-context self key data
generic-function]

write dat a to place with key.

wes: : engi ne ()
function]
returns the current search-engine.

4.6.2 Lisp Sub Menu

The "Lisp" sub menu contains the documentation strings of some utility functions:

WCs: . count-adjacent-itens list &optional test
function]

counts the number of adjacent equal items found at the beginning of | i st. The equality can be
defined by giving an optional t est function.

WCS::eg-ints? ints &est mdis

function]
returns t r ue if m di s (a list of midi-values) forms the interval succession given by i nt s, where
i nt s can be an interval or a list of intervals or a list of lists of intervals, m di s can be either single
midi-values or a list of midi-values.

wes::find-all itemsequence &rest keyword-args &key test test-not &al -
ow- ot her - keys

[function]
find all those elements of sequence that match i t em according to the keywords (doesn't alter
sequence).

wes: i group |ist group-Ilens

function]
groups | i st into subsequences, where gr oup- | ens indicates the length of each sublist. gr oup-
I ens can be a number or a list of numbers. If | i st is not exhausted by gr oup- | ens, the last
value of gr oup- | ens will be used as a constant until | i st has been exhausted.

wcs: :inbricate | owcard highcard step |i st
function]

returns a list of subsequences of | i st using | owcar d and hi ghcar d to define the range of the
subsequence lengths; st ep indicates how many items we proceed in | i st before starting with
the next subsequence.
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inds->vals inds |Is
Ffunctlon]

translates a list of indices (i nds) to actual values found in | s.

map- gr oup- pos? | size pos
Ffunctlon]

| is first grouped into subsequences of equal length (given by si ze). map- gr oup- pos? returns
t r ue if the last item of the last subsequence is at the position given by pos (the position is counted
from 1) within the last subsequence. This function is useful if a rule wants to check if the last item
of a partial solution is at a given position, where the partial solution is been split into subsequenc-
es of equal length. For instance, if we splitthelist(1 2 3 1 2 3 1) into subsequences of length
3 and check whether the last item of the last subsequence is at position 1, we call:
(map-group-pos? '(1 231231 31)

which returns true as the last item (1) is at the first position of the last subsequence.

wes: :setp list &key test key
functlonf

returnstrue ifl i st isaset (i.e.| i st does not contain duplicates).

WCs: :unique-cell2? x y list &ux listl
functi on]

checks whether the succession X y isnotfoundinli st,|i st is given in reversed order, also x

and y have to be in reversed order. This function is optimised for partial solutions in reversed or-
der (rl).

WCS: :unique-cell3? x y z list &optional cnt
function]

checks whether the successionx y z isnotfoundinl i st,|i st is given in reversed order, also
X, Yy and z have to be in reversed order. This function is optimised for partial solutions in re-
versed order (r | ).

WCS::unique-int? int rl  &ey key
function]

checks if i nt is unique (not found inrl ).rl is a reversed list of midi-values. This function is op-
timised for partial solutions in reversed order (r | ).

WCS: : unigue-ints? ints rl  &ey key
function]

checks if i nt s are unique (not found in rl).rl is a reversed list of midi-values. This function is
optimised for partial solutions in reversed order (r | ).

wes: :w ndowlist list win

functi on]
returns a subsequence of | i st starting from the first item. The length of the subsequence is given
byw n.Ifwi nis :all orifw nis greater than the length of | i st then the completel i st is re-
turned.
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4.6.3 PC-set-theory Sub Menu

The "PC-set-theory" sub menu contains the following documentation strings:

al | -subs SCs
Ffunctlon]

returns all subset classes of SCs (a single SC or a list of SCs).

card SC
Ffunctlon]

returns the cardinality of SC

eq- SC? set-classes &est mdis
Ffunctlon]

checks whether the SC identity of m di s (a list of midi-values) is found in set - cl asses (a list
of SC-names). set - cl asses can be a single SC or list of SCs, m di s individual midi-values or
a list of midi-values.

| CV. SC
Ffunctlon]

returns the interval-class vector (ICV) of SC

prime SC
Ffunctlon]

returns the prime form of SC

SCtof f mdis
Ffunctlon]

returns a list containing the SC-name and the offset (i.e. the transposition relative to the prime
form of the SC) of mi di s (a list of midi-values), m di s can also be a list of lists of midi-values in
which case SC+of f returns the SCs with offsets for each midi-value sublist.

SC-nane mdis
Ffunctlon]

returns the SC-name of m di s (a list of midi-values), m di s can also be a list of lists of midi-val-
ues in which case SC- name returns the SC-names for each midi-value sublist.

wes: : sub/ supersets SC card
function]

returns all subset classes of SC (when car d is less than the cardinality of SC) or superset classes
(when car d is greater than the cardinality of sc) of cardinality car d.

subsets SC card
Ffunctlon]

returns all subset classes of cardinality car d of SC
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supersets SC card
Ffunctlon]

returns all superset classes of cardinality car d of SC

4.6.4 Example Functions Sub Menu

The "example functions" sub menu contains the documentation strings of the functions that are
used in the examples I give in my thesis (sections 5.1, 5.2, 5.4):

nmake- not e-ranges start ints card
Ffunctlon]

returns a reduced search-space for chords of size car d and with the adjacent-interval structure
givenby i nts.start gives the pitch of the first note as a midi-value.

See the 'Constraining Chords' example.

wes: . check-chain? | card sc-nanes
function]

checks whether | (imbricated with a step size car d/ 2) is a chain consisting of SCs (given by SC-
nanes). No SC with the same transposition duplicate should be found in the chain.

This function is used by the 'Chains' example.

nk- chai n-i ndex-rul es i ndexes scs
Ffunctlon]

returns a list of index-rules for the 'Chains' example.

check-stats? itemcount stats &optional tolerance
Ffunctlon]
checks that i t eml s count (given by count ) does not exceed i tem s count found in st ats,
where st at s is a list of count-item pairs: ((count 1 iteml) (count2 itenR) ... (countN

i tenN)) . The difference (- count tol erance) should be less or equal than the respective
count found in st at s.

See the 'Automatic Rules and Statistical Distribution' example.

:SC-distribution card
functlon]

gives all SC-names found in | when| is grouped into subsequences starting from each succes-
sive item. The length of each subsequence is given by car d.

See the 'Automatic Rules and Statistical Distribution' example.

wes::interval -distribution card
function]

gives all interval successions found in| when| is grouped into subsequences starting from each
successive item. The length of each subsequence is given by car d.

See the 'Automatic Rules and Statistical Distribution' example.
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+-distribution card |
Ffunctlon]

gives the '+-' movements of | when| is grouped into subsequences starting from each succes-
sive item. The length of each subsequence is given by car d.

See the 'Automatic Rules and Statistical Distribution' example.

count-stats | st
Ffunctlon]

calculates the frequency distribution of | st and returns the result as count - i t em pairs. The re-
sult is sorted in descending order according to the count information

(i.e. the items that are found most often are found first in the result list).

atleast-cnt-check | total-len atleast-cnt-itemlst &optional test
Ffunctlon]

checks whether |  fulfils the 'at-least property'.
See the 'Atleast property' example.

dat a- group-of -part partnumdata-lists group-len partnum
Ffunctlon]

part num dat a- | i st s is alist of par t num dat a pairs, gr oup- | en indicates the length of sub-
groups and par t numis the part number of the current part. dat a- gr oup- of - part collects all
partnum dat a pairs that belong to the current part to a list (the current part is given by part -
num. Then this list is grouped into sublists (the length of the sublists is given by gr oup- | en).
dat a- gr oup- of - part returns the data items of the first sublist.

See the 'Splitter' example.

functlon
returns the partnum part of par t num dat a.

See the 'Splitter' example.

Fartnun1partnun}data

reduce-nel ne
Ffunctlon]

returns a list of lists of time-midi value pairs defining the reduced melodic line of el , nel can
be a list of midi-values or a list of lists where each sublist consists of time-midi value pairs.

See the 'Syyssonetti' example.

wcs: :part-arc-1lens nel
funct i on]

returns the partial arc lengths of nel . See the 'Syyssonetti' example.

skyl i ne nel
Ffunctlon]

returns the skyline of nel .
See the 'Syyssonetti' example.
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4.6.5 Score-PMC Sub Menu

The "scor e- PMC' sub menu contains the documentation strings of some essential functions and
macros that are used in connection with the scor e- PMC box:

wes: i part-collection ()
function]

returns the current part - col | ecti on.

wes: :m (s-vari abl e)
nacr o]

returns the value (mfor midi) of s- vari abl e.

Wcs: : ni ndex (s-vari abl e)
macr o]

returns the note index (given by score-sort) of s- var i abl e (starting from 0).

wes: @ m ndex (s-variable)
nmacr o]

returns the mel-index (melodic index) of s- var i abl e (starting from 1).

WCS: : beat (s-variable)
macr o]

returns the linked-beat of s- vari abl e.

WCS: : measure (s-variable)
nmacr o]

returns the linked-measure of s-vari abl e.

wcs: : hc (s-variabl e)
macr o]

returns the harmonic-context of s- vari abl e as alist s-vari abl es.

wes: : hslice (s-variable)
nmacr o]

returns the harmonic-slice of s- vari abl e as alists-vari abl es.

WCS: : beat num (s-vari abl e)
macr o]

returns the beat number (inside a measure) of the beat of s-vari abl e (starting from 1).

WCS: : measur enum (s-vari abl e)
nmacr o]

returns the measure number of the measure of s-vari abl e (starting from 1).
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WCSs: : part num (s-vari abl e)
macr o

returns the part number of the part of s-vari abl e (starting from 1).

wes: i he-mdis (s-variable)
nacr o]

returns all midi-values of the harmonic-context of s-vari abl e.

| ->ms s-vari abl es
Ffunctlon]

returns the midi-values of s- vari abl es.

wes: i startt obj
function]

returns the start time (in ticks) of obj (s-vari abl e or hsl i ce).

endt obj
Ffunctlon]

returns the end time (in ticks) of obj (s-vari abl e orhsli ce).

durt obj
Ffunctlon]

returns the duration (in ticks) of obj (s-vari abl e orhsli ce).

attack-iten? hslice s-variabl e
Ffunctlon]

returns t rue if s-vari abl e, being a member of hslice, is an attack s-vari abl e.

wes: :attack-itens? hslice s-variables
function]

returnstr ue if all s- vari abl es in hsl i ce are attack-items.

col | ect-only-attacks hslice
Ffunctlon]

returns only attack-items of hsl i ce (harmonic-slice).

wes: i rtmpattern (beat)
nacr o]

returns the rtm-pattern of beat .

wes: cmatch-rtn? (rtmpat +vars)
nmacr o]

returns t r ue if all variables mentioned in rt m pat +var s share the same rtm-pattern and the
rtm-positions of the variables match the positions given by rt m pat +var s. For instanceartm
pat +vars like (1 ((?1 1) (?2 1))) would match all cases where ?1 and ?2 form the rtm-
pattern (1 (1 1)).
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voi ce-count ?1
Ffunctlon]

returns the number of (sounding) parts at ?1.

wWes: : bass-num ()
function]

returns the partnum of the lowest (bass) part.

bass-iten? ?1
Ffunctlon]

returns t r ue if ?1 is a bass-item, i.e. has the largest partnum.

WCS: : gi ve-bass-item ?1
function]

returns the bass-item of ?1, i.e. the s- vari abl e that has the largest partnum.

sop-iten? ?1
Ffunctlon]

returns t r ue if ?1 belongs to the highest (soprano) part.

rest-iten? ?1
Ffunctlon]

returns t r ue if ?1 is followed by a rest.

prev-rest? ?1
Ffunctlon]

returns t r ue if ?1 is preceded by a rest.

WCS: . one-prev-rests? & est s-variables
function]

returns t r ue if one of s- vari abl es is preceded by a rest.

| ast - neasure? ?1
Ffunctlon]

returns t r ue if ?1 belongs to the last measure.

WCS: : hextto-I| ast-neasure? ?1
function]

returns t r ue if ?1 belongs to the next to last measure.

| ast-iten? ?1
Ffunctlon]

returns t r ue if ?1 is the last note within a part.

WeS::constraint? ?1
function]

returns t r ue if ?1 is constrained, i.e. its domain contains only one value.

24 - PatchWork - PWConstraints



WCcs::constraints? & est s-variables
function]

returns t r ue if all s- vari abl es are constrained, i.e. their domains contain only one value.

one-constraint? & est s-variabl es
Ffunctlon]

returns t r ue if at least one s-vari abl e of s-vari abl es is constrained.

wcs: : conpl et e-chord? s-vari abl e
function

returns t r ue if s- vari abl e 'completes' the chord, i.e. is the last note (in accordance with score-
sort) in the hsl i ce of s-vari abl e.

downbeat ? s-vari abl e
Ffunctlon]

returnstrue iss-vari abl e is on downbeat.

on- mai n-beat ? s-vari abl e
Ffunctlon]

returns t r ue is s- vari abl e is on downbeat and in the first beat of a measure.

prev-itemon-downbeat s-variable
Ffunctlon]

returns previous downbeat s- var i abl e of the previous beat.

WCS: : prev-itemon-downbeat-2 s-variable
function]

returns previous downbeat s-vari abl e on (previous (previous beat)).

4.6.6 Misc Sub Menu

The "misc" sub menu contains the documentation strings for miscellaneous functions that are
used with the scor e- PMC box:

: NO- VOoi ce-crossi ngs? s-var
functlon]

no voice crossings allowed.

. no- bass- crossi ngs? s-var
functlon]

bass (= lowest part at s- var ) should have the lowest midi-value.

: NO- SOp- Crossi ngs? s-var
functlon]

sop (= highest part at s- var ) should have the highest midi-value.
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no- uni sons? s-var &optional only-downbeat?
Ffunctlon]

harmonic unisons not allowed, if onl y- downbeat ? is true then only downbeat cases are
checked.

WCS: arts-voi ce-crossi ngs? s-var partnuns
functlon

checks that parts belonging to par t nums are not allowed to cross.

wcs: ;i nsi de-voi ce-di stance? ?1 tol erance
function]

voices above or below ?1 should have pitches that are within t ol er ance distance to the pitch of
?1.

Wecs: . prev-long-note-mdis rl tine-limt &optional cnt time-w ndow
funct i on]

collects all previous midi-values for notes whose durations are equal or longer thanti ne-1i mt
(in ticks). If cnt is given only cnt previous midi-values are returned. If t i me- wi ndow (in ticks)
is given prev-| ong- not e-m di s returns only 'long-note' midi-values inside t i me- w ndow.

wes: : paral |l el -novenents? & est sop-bass-ints
function]

returns t r ue if sop-bass intervals (sop- bass- i nt s) move in parallel.

no- chord-duplicates? ?1 rl &optional ch-key
Ffunctlon]

checks thatr| does not contain chord-duplicates with ?1.

wes: :vertical -interval -range? s-var mnv nmaxv
function]

s-var and the s-vari abl e belonging to the part below s-var' s part should have pitches
within the range given by m nv and naxv.

cvertical -interval s? s-var intervals
functlon]

s-var and the s-vari abl e belonging to the part below s-var's part should have pitches
that form vertical intervals that belong to i nt er val s.

:search-n-nel -noves n ?1
functlon]

returns n (?1 included) previous melodic pitches disregarding repetitions.

octaves? mdis
Ffunctlon]

returns t r ue if m di s contains octaves, unisons are not considered.
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: no-voi ce-oct aves? s-var
functlon]

the harmonic-context (s- var included) of s- var should not contain octaves (unisons allowed).

4.6.7 Counterpoint Sub Menu

The "counterpoint” sub menu contains the documentation strings of miscellaneous counterpoint
functions that are used with the scor e- PMC box (section 5.3):

cballistic? mdil mdi2 mdi3
functlon]

m di 1, m di 2 and m di 3 should form a "ballistic" melodic movement. A ballistic movement al-
lows two jumps in the same direction, but the larger jump has to be below the smaller one.

wes: i check-paral l el s? ?11 ?12 7?21 ?22 PC-int-pairs
function]

checks whether the melodic movement in ?11- ?12 in one voice and ?21- ?22 in another voice
forms a parallel movement. PC-i nt - pai rs (given as pitch-class interval pairs) defines the har-
monic parallel movements we are interested in. For instance if PG-i nt-pairs is ((0 0) (7
7)), it means that we check for parallel octaves or fifths.

wcs: :open-parall el s? ?1 ?2 &optional fifths?
function]

checks if there are open parallels among the harmonic-context of ?2. Parallel octaves, parallel 5ths
and tritones proceeding to perfect 5ths are disallowed. If the optional argument fifths? flag
isni | then only parallel octaves are disallowed.

wes: : downbeat -paral l el s? ?1 ?2 &key dist fifths?
function]

similar to the function open- par al | el s?, except all notes should be downbeat notes.

hi dden-paral l el s? ?1 ?2 &optional fifths?
Ffunctlon]

checks if there are hidden parallels among the harmonic-context of ?2. Hidden octaves and 5ths
are disallowed. If the optional argument fi f t hs? flagis ni | then only hidden octaves are disal-

lowed.
di ssonant - bass-int? int
Ffunctlon]
returns t r ue if modulo 12 of i nt is a minor or major 2nd, a perfect 4th, a tritone, or a minor or
major 7th.

di ssonant - upper-int? int
Ffunctlon]

returns t r ue if modulo 12 of int is a minor or major 2nd, or a minor or major 7th.
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har noni c- di ssonance? ?1 &optional hc
Ffunctlon]

returns a dissonance s- var i abl e if ?1 forms a harmonic dissonance or otherwise ni | . Assumes
that the lowest part has always the lowest pitch.

mat ch- upbeat -rtn? ?1 ?2
Ffunctlon]

returns t rue if ?2 is an upbeat note, i.e. ?2 is on the unstressed part of the beat.

WCcs::canbiata-ints? ?1 ?2 ?3 ?4
function]

checks whether the four notes in the argument list form a cambiata succession of intervals.

canbiata-rtnf? ?1 ?2 ?3 ?4
Ffunctlon]

checks whether the four notes in the argument list form a cambiata rtm-pattern.

scal e-noven? nl n2 n3
Ffunctlon]

returns t r ue if n1 n2 n3 (in midi-values) are in ascending or descending order and the adjacent
note intervals between them do not exceed a major 2nd.

si de-noven? nl n2 n3 &optional only-down
Ffunctlon]

returns t r ue if nl is equal to n3 and n2 is maximally a major 2nd higher or lower than n1 (n1 n2
n3 are midi-values). The optional argument, onl y- down, is a flag indicating if only downward
movements are allowed.

upbeat - di ssonance? ?1 ?2 ?3 ?4 &optional only-down
Ffunctlon]

checks whether ?2 is an upbeat dissonance. The optional argument, onl y- down, is a flag indi-
cating if only downward neighbor notes are allowed.

:suspension-rtmmatch? ?1 ?2 ?D
functlon

matches the possible 'suspension’ rtm-patterns.

wes: : har noni ¢- di ssonance2? ?1 ?2
function]

returns true if ?1 and ?2 form a harmonic dissonance.

function
checks whether ?D is consonant or a potential suspension dissonance. If the optional argument
st epwi se is t r ue then the melodic movement to ?Dshould be stepwise.

mcs::susFension-partl? ?D &optional stepw se
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WCS: : suspensi on-part2? ?1 ?2
functlonf

checks that ?2 resolves the suspension when ?D is a suspension dissonance.

pwes::imtation? ?1 ref-part start-index end-index
, imt-part imt-start-index imt-int
[function]

imitation rule, where ?1 is the current note, r ef - part is the partnum of the part to be imitated,
start - i ndex is the start position and end- i ndex the end position (both counted from 1) of the
melodic line to be imitated; i m t - part is partnum of the part that imitates r ef - part, start -
i ndex is the start position where the imitation starts and i mi t - i nt gives the imitation interval
(or a list of intervals). For instance, if we want the first 5 notes of part 1 to be imitated one octave
lower by part 2 also starting from note 1, we write the following rule:

(* ?1 (imitation? ?1 11521 -12) "imitation rule")

4.6.8 Groups Sub Menu

The "groups" sub menu contains the documentation strings of "grouping" functions that are used
with the scor e- PMCbox (groups are discussed in more detail in the PW Extensions section):

WCS: : not e-i n-group-at-pos? s-vari abl e pos group-nane
function]

returnst r ue if s- vari abl e belongs to a group with gr oup- name and is found at the position
pos within that group (counting from 1).

wcs: @ not e- f ound-i n-nt h- group? s-vari abl e group-pos group- name
function]

returns t r ue if s-vari abl e belongs to a group with gr oup- name and the group is at the po-
sition gr oup- pos (counting from 1) within the groups of s-vari abl e' s part.

WCS: : prev-group-svars s-variabl e group-nane
function]

access previous group-s- var i abl es with gr oup- nane found in s- vari abl e' s part.

WCS: : prev-group-mdi s s-variabl e group-nane
function]

access previous group-midis with gr oup- nane found ins-vari abl e' s part.

WCS: : gr oup- at - pos-svars s-vari abl e partnum group- pos group- nane
function]

access group-s- var i abl es (indexed by par t numand gr oup- pos) with gr oup- name.

WCS: : group-at-pos-m di s s-variabl e partnum group-pos group- nane
function]

access group-midis (indexed by par t numand gr oup- pos) with gr oup- nane.
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5 Appendix

Sections 5.1, 5.2 and 5.3 from the fifth chapter of my thesis:

Mikael Laurson, PATCHWORK, A Visual Programming Language and some Musical Applica-
tions, Sibelius Acadely, Department of Composition and Music Theory, Studia Musica No. 6, 1996.

5.1 Introduction

In this chapter we give an example of a large PW application, PWConstraints. Itis a rule-based pro-
gramming language used to solve complex musical problems. These are typically situations whe-
re the user wants to describe the end result using several analytical standpoints. Writing
counterpoint is a good example. The end result is described with the help of rules controlling me-
lodic lines, harmony, voice-leading, etc. Like all user-libraries, PWConstraints is loaded on top of
PW.

The chapter is divided into four main sections. Section 5.1 offers background information and
examines the main features of PWConstraints from a user's point of view.

First we see where PWConstraints sits within the field of different programming strategies. We
analyse it as a constraint satisfaction problem language and refer to a number of other related en-
vironments (section 5.1.1).

When introducing PWConstraints features themselves, our starting point will be the concept of a
search-space. We see how it is defined and how it affects the end result (section 5.1.2). We then dis-
cuss how to write PWConstraints rules. We implement a pattern-matching scheme that allows us to
extract information needed by the rules (section 5.1.3).

In sections 5.1.4 and 5.1.5 we study several concrete examples, either general or specific in musical
nature.

Section 5.2 is mostly a technical discussion. We first examine in detail the implementation of the
backtrack search-engine (sections 5.2.1). The compilation of pattern-matching rules to ordinary
Lisp functions is discussed in section 5.2.2. In section 5.2.3 we introduce an important extension,
allowing us to represent a partial solution as CLOS objects. Section 5.2.4 introduces a new type of
PWConstraints rule, allowing the user to search for "better" results. We then investigate the pos-
sibility of adding the PWConstraints rule formalism to another existing CSP language (section
5.2.5). The interface between PWConstraints and PW is discussed in section 5.2.6. Finally, in sec-
tion 5.2.7, we address efficiency issues by implementing a forward checking algorithm.

There then follows a discussion on two large-scale case studies (sections 5.3 and 5.4, respectively).

In the first of these, we start by studying the problem of translating counterpoint rules to the PW-
Constraints formalism. The rules are drawn from counterpoint text books. Section 5.3.1 gives a
preparatory discussion by making comparisons between some corresponding aspects of PW-
Constraints and the CHORAL system given in Ebcioglu (1992). We then discuss the representation
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of musical information, extending a simple queue structure to a full-scale score representation
scheme (section 5.3.2). The actual translation of the counterpoint rules, observing a number of me-
lodic, voice-leading, harmonic, etc. considerations, is done in section 5.3.3. The extended score re-
presentation scheme requires both an extended search-space specification and a new version of
the PW interface. These are given in sections 5.3.4 and 5.3.5, respectively.

The function of the latter case study is to harmonise a precomposed melodic line according to a
set of rules. The basic aspects of this application, called Harmonic Sequence Generator, or HSG, are
discussed in sections 5.4.1 and 5.42. A user-definable harmonic library, providing the basic chord
materials for HSG, is then examined in section 5.4.3. The design of the actual search problem will
be discussed in two parts. In the former part (sections 5.4.4 and 5.4.5), we first examine the gene-
ration of a three-part contrapuntal "skeleton" for the final result. We then go into a bit more detail,
defining a number of rules controlling melodic intervals, repetitions, aspects of voice-leading,
harmonic progressions, etc. The second part investigates how the contrapuntal skeleton is to be
turned into a final musical result (section 5.4.6). After implementing the interface between HSG
and PW (section 5.4.7) we are ready to produce an actual musical example, harmonising a melodic
line by the composer Paavo Heininen (section 5.4.8).

This chapter is concluded by a short discussion that attempts to evaluate PWConstraints (section
5.5).

51.1 PWConstraints in Perspective

5.1.1.1 Background

When using a procedural programming language, such as C or Pascal, or a functional language,
like Lisp or PW, the user has to solve a problem in a stepwise manner.! In many cases this ap-
proach is an adequate one, but for many types of problem it may lead to programs that are diffi-
cult to design or understand.

Descriptive (declarative) languages, like Prolog, offer an alternative way to look at this problem:
instead of trying to solve a problem step-by-step, the user describes a possible result with the help
of a set of rules. It is then up to the language to find solutions that are coherent with the descrip-
tions.? This approach is probably more natural for individuals with a musical background. A typ-
ical music-theoretical writing offers a discussion on some properties of some pieces of music, not
a step-by-step description of how those pieces were made.

PWConstraints can be thought of as a descriptive language. When using it we do not formulate
stepwise algorithms, but define a search-space and produce systematically potential results from
it. Typically we are not interested in all possible results, but filter (or, rather, constrain) these with
the help of rules describing an acceptable solution.

Besides the advantages, the descriptive languages may have also some disadvantages. First, in
most cases one has to specify an extremely large search-space. As a result, one has to be able to
write highly efficient rules to find solutions within reasonable time. Furthermore, rules should be

1. A general discussion of imperative, procedural, functional, declarative and object oriented lan-
guages is found in Norvig (1992:434-435).
2. Clocksin and Mellish (1984:VII).

31 - PatchWork - PWConstraints



functional also with partial solutions. As it turns out, achieving this is sometimes difficult. Finally,
if the rules are too strict or conflict with each other, there is no guarantee of finding a solution at
all.

A specific problem in the musical domain is that the task of describing a musical result is far from
trivial. As such a result is typically seen from many different points of view, we need highly flex-
ible data structures to describe musical structures. Each rule should be able to dynamically extract
required information out of a data structure, allowing the rule to analyse a result from its own
point of view. One of the main problems in formulating such rules is to find a clear formalism
with which to point to the required data objects.

5.1.1.2 PWConstraints as a Constraint Satisfaction Problem Language

PWConstraints is an attempt to solve some of the descriptive language problems identified
above. It is a constraint satisfaction problem (CSP) language, containing a number of powerful com-
putational tools such as the backtrack search-engine, the pattern-matching interface and the forward
checking algorithm.!

A CSP consists of a set of search-variables, each of which must be instantiated in a particular domain
and a set of rules (or predicates) that the values of the search-variables must simultaneously satisfy.?
We will call the set of search-variables, each having its domain, a search-space. A CSP is most often
solved by using a backtrack search.

Constraint satisfaction problems already have a long history in the field of AL? One of the main
trends in CSP research has been the development of tools improving the efficiency of a pure back-
track search. In principle, tools like these should be as general as possible, i.e. they should not be
domain specific.

In contrast to this general trend in CSP research, our discussion will be highly domain specific.
Whenever we can, we will optimise a search by using the musical knowledge we have about the
desired result. Although this approach is not as general as that of the classical CSP, we believe
that both domain specific and non-domain specific optimisations are needed when trying to solve
complex compositional tasks in an efficient way.

5.1.1.3 Related Work

Other constraint-based languages devoted to musical problems include Camilo Rueda's Situation,
developed at IRCAM, and Kemal Ebcioglu's CHORAL project.

1. Although backtracking is used extensively in PWConstraints, it is not our intention here to of-
fer a general discussion on other types of search methods (neural networks, genetic algorithms,

etc.). At an early state of the PWConstraints project, genetic algorithms were in fact tested to-
gether with the backtracking approach. The results, however, were not encouraging. For a discus-
sion on genetic algorithms, see Goldberg (1989).

2. Mackworth (1977:99). We will use the concept "search-variable" instead of "variable" used by
Mackworth, as the latter term will be reserved for the pattern-matching part of our discussion.

3. The interested reader can follow this history in journals like Artificial Intelligence. These pu-
blish CSP-related studies regularly.
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Like PWConstraints, Rueda's Situation is also written in Common Lisp and has a backtrack
search-engine, a set of predefined rules and a pattern-matching language. The last-mentioned is
intended to help the user in giving arguments to existing rules in a flexible way. Situation is de-
signed specifically for generating chord sequences. It has a PW interface and allows the user to
build new rules by using PW-boxes. Recently, Situation has also been used to generate metric
rhythms, guitar fingerings, etc.

CHORAL will be examined in more detail in section 5.3.1, when we discuss the problem of trans-
lating counterpoint rules to the PWConstraints formalism.

Besides the above-mentioned examples, there is also a general-purpose constraint-based lan-
guage implemented in Common Lisp, called SCREAMER. It can replace the search-engine part of
PWConstraints. SCREAMER will be described in section 5.2.5, after some necessary concepts

have been introduced.!

5.1.2 Defining a Search-Space

Solving a search problem in PWConstraints is typically done in three steps: (1) a search-space is
defined; (2) a set of rules is written; (3) the search-engine is run by giving the search-space and
the rules as arguments.

We will proceed with the help of some simple musical examples. In the first one of these, the task
is to find all possible three-note successions in a certain search-space.

Let us start by defining the search-space. Each of the three notes (or search-variables) can be either
C4, D4 or E4. In other words, C4, D4 and E4 constitute the domain of each of the three notes. The
domain can also be given in MIDI-values: 60, 62 and 64. For practical reasons we will from now
on use the latter standard.

Technically we can say that we have assigned the MIDI-value list (60 62 64) to each of the three
notes. All solutions to our problem are found by taking all possible three-note paths. This is
achieved by selecting one MIDI-value at a time from each MIDI-list. More formally, we can say
that we take the Cartesian product of all domains. The number of possible paths is calculated by mul-
tiplying the lengths of the given domains together. In this case there are three lists, each of them
containing three "candidates". Altogether we have 3*3*3 = 27 paths.

NI N2 N3
60 60 60
62 62 62
64 64 64

Fig.5.1: The search-space of a three-note succession.

Figure 5.1 gives the search-space of our example. It consists of three notes (search-variables) N1,
N2 and N3. The domains are given as a column under each note.

4. Situation is described in Rueda and Bonnet (1993b), CHORAL in Ebcioglu (1992).
1. For more information about SCREAMER, see Siskind and McAllester (1993).
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All possible paths (result lists) can be found for example as follows: first we pick the first candi-
date of each note, producing the result list (60 60 60) . The next list is found by taking the first
candidates of N1 and N2 and the second of N3, producing the list (60 60 62).Next we take the
first candidates of N1 and N2 and the third of N3: (60 60 64) . The first candidate of N1, the sec-
ond of N2 and the first of N3 produce ( 60 62 60), etc. The entire set of paths is given in figure 5.2.

60 60 60) (60 60 62) (60 60 64
60 62 60) (60 62 62) (60 62 64
60 64 60) (60 64 62) (60 64 64
62 60 60) (62 60 62) (62 60 64
62 62 60) (62 62 62) (62 62 64
62 64 60) (62 64 62) (62 64 64
64 60 60) (64 60 62) (64 60 64
64 62 60) (64 62 62) (64 62 64
64 64 60) (64 64 62) (64 64 64

Fig.5.2: The Cartesian product of a three-note problem.

The search in our first example had two specific notions to it: the search-engine was run without
any rules and we asked for all solutions.

Let us take a new example by extending the previous one. We now have a search-space of five
notes, each note having the domain (60 62 64 65 67 69 71 72 74 75 77):

Fig.5.3: A five-note search-space.

The length of each domain being 11, the number of solutions is 11*11*11*11*11 = 161051. The first
pathis (60 60 60 60 60), the second (60 60 60 60 62), the third (60 60 60 60 64), etc.

If we then extend our five-note example so that each note would have the domain (60 61 62
63 64 65 66 67 68 69 70 71 72 73 74 75 76 77), the number of all paths would be
18*18*18*18*18 = 1889568. Having a 20-note example with these same 18-value domains would
produce 12748236216396078174437376 paths.

As can be inferred from these enormous numbers, the user has to be very careful in defining the
search-space.

On the other hand, a Cartesian product is very rich in possibilities: it contains all ordered pitch
successions within the constraints of the search-space. Furthermore, a musical problem is often
easy to translate into a search-space, and representing the search-space with the domain lists is
also very economical. We need only 20 lists, each containing 18 items, to describe a search-space
producing the above mentioned number of paths.

34 - PatchWork - PWConstraints



5.1.2.1 Random Ordering

Next we examine some variations on how a search-space can be defined. Until now we have
looked at all solutions. Often it is enough to get only the first solution. In this case the order of the
candidates affects the result. For instance we can randomly reorder each domain of figure 5.3.

One possible ordering is given in figure 5.4:

N1
74
67
65
75
64
60
71
62
69
72
77

N2
67
64
72
62
71
74
69
65
75
60
77

N3
74
69
67
77
60
75
72
62
64
65
71

N4
62
65
69
77
67
60
71
75
72
74
64

NS
74
77
60
62
65
75
67
69
64
72
71

Fig.5.4: Five note search-space after reordering.

Now the first pathis (74 67 74 62 74) and not (60 60 60 60 60) as in figure 5.3. This is
an interesting feature because it allows us to easily get results which are probably quite different,
even though we use the same basic search-space and the same set of rules.

5.1.2.2  Preference Ordering

Ordering a search-space gives us a way to prefer some values.

Fig.5.5: A sorted search-space.

In figure 5.5 the domain of N1 is ordered so that we always try first out values that are near to 60.
The domain of N2 is sorted to be near 64, N3 to 67, N4 to 72 and N5 to 77. The overall effect of this
ordering is that there is a strong tendency to produce ascending pitch successions.

5.1.2.3 Constraining Individual Notes

Another interesting variation is to constrain some notes in advance.
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NI N2 N3 N N5
74 67 72 62 74

67 64 65 77
65 72 69 60
75 62 77 62
64 71 67 65
60 74 60 75
71 69 71 67
62 65 75 69
69 75 72 64
72 60 74 72
77777 64 71

Fig.5.6: A five note search-space with the third note constrained to 72.

In figure 5.6 we have constrained the third note to 72 (C5). This means that the third note will be
C5 in all possible solutions. This feature allows us to "compose" part of the solution in advance

and ask the search-engine to fill in the unknown parts. Now the number of possible paths is re-
duced to 11*11*1*11*11 = 14641.

5.1.2.4 Moulding a Search-Space

As a last example we can force the five note succession to ascend by "moulding” the domains as
here:
NI N2 N3N N5

60
62 62
64 64 64
65 65 65
67 67 67 67
69 69 69
71 71 71
72 72
74 74
75
77

Fig.5.7: Five note ascending succession.

The number of paths in figure 5.7 is 3*4*5*6*7 = 2520 instead of 161051. Of course one can have
many variations on this idea: descending, ascending-descending, making holes in the search-
space, etc.

5.1.3 Writing Rules

Using the search-engine without any rules is of course not interesting because there are typically
too many solutions and most of these are probably totally irrelevant. One of the central problems
in a constraint based language is how the user can write rules in an efficient, clear and compact
way without having to know in detail how the actual search-engine has been implemented. This
is of course a crucial question because it is in the rules that the user defines the musical identity
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of the result.

PWConstraints provides a standard protocol for writing rules. Figure 5.8 gives the structure of a
PWConstraints rule:
(<pattern-matching part> <Lisp-code> <doc string>)

Fig.5.8: The structure of a PWConstraints rule.

The rules are written always in three parts. We start with a pattern-matching part. Next we write a
Lisp-code part, that is typically using information extracted by the pattern-matching part. The
Lisp-code is a test function that either returns true or nil. As a final step we write a documentation
string (doc string).

5.1.3.1 Partial Solutions

In order to understand how PWConstraints rules work during a search we will now take a close
look on how the backtrack search-engine produces candidates for the rules. To assist the further
discussion we repeat in figure 5.9 the search-space of the three note problem:

NL N2 N3
60 60 60
62 62 62
64 64 64

Fig.5.9: Three note succession search-space.

When we explained above how the search-engine produces solutions we simplified somewhat by
saying that it makes the first solution by picking the first items from each search-variable: (60 60
60). What actually happens is that the search-engine does not make complete solutions in one go,
but builds up the solution step-by-step. After this it calls the rules that either accept or reject the
new candidate. This means that the rules are typically working with partial solutions.

The other difference is that instead of picking only the first accepted candidate of a given search-
variable and going immediately to the next one, the search-engine checks all possible values of
the search-variable in one phase and collects the accepted ones in a list. The first item of this list
is stored as the current accepted value and the rest of the list is stored in a buffer. This buffer will
be used later if the search runs in a dead-end situation and we have to come back (or backtrack)
to the search-variable. In this case the rules are not run again because each value in the buffer is
equally valid at the current state of the search. The first item is simply popped from the buffer and
the old accepted value is replaced with this item.

We call the current accepted candidate as value and the buffer that contains all other accepted can-
didates as other-values.

We will next simulate step-by-step the three note problem by assuming a rule that does not allow
duplicates in the result:

N1 N2 N3
1.step 1]

\c;?lhgs-val ues ?82 64) E; 8

2.step
val ue
ot her - val ues

—~O

0
62 64)
3.step i
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val ue 60 62 64

ot her-values (62 64) (64) () succeed! (60 62 64)
4.step |

val ue 60 64

ot her-values (62 64) O

5.step |

val ue 60 64 62

ot her-values (62 64) O () succeed! (60 64 62)
6.step |

val ue 62

ot her-val ues (64)

7.step |

val ue 62 60

ot her-val ues (64) (64)

8.step |

val ue 62 60 64

ot her-val ues (64) (64) () succeed! (62 60 64)
9.step |

val ue 62 64

ot her-val ues (64) O

10. step |

val ue 62 64 60

ot her-val ues (64) O () succeed! (62 64 60)
11 step |

val ue 64

ot her-val ues ()

12. step |

val ue 64 60

ot her-val ues () (62)

13. step |

val ue 64 60 62

ot her-val ues () (62) () succeed! (64 60 62)
14. step |

val ue 64 62

ot her-val ues () @)

15 step |

val ue 64 62 60

ot her-val ues () @) () succeed! (64 62 60)

Fig.5.10: The simulation of the three note problem.

The search starts by selecting N1 as the current note (see the small arrow pointing at N1 in figure
5.10). Next we loop through the domain of N1, (60 62 64) . We check each time that the partial
result has no duplicates. At N1 the partial solution contains only one item meaning that all items
are accepted. The first accepted item, 60, is written as a value and the rest of the accepted items
(62 64) as other-values (step 1).

Now we proceed to N2 (step 2) and loop through the domain of N2. The partial solution is built
by collecting all values of previous notes as a list. Then we add to the tail of this list the first item
from the domain of the current note. The first partial solution is (60 60) that fails because it con-
tains duplicates. The next partial solution, (60 62), succeeds. Also the next one, (60 64), succeeds.
Now there are two accepted values for N2, (62 64), and we write 62 as value of N2 and (64) as
other-values.
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We go to step 3 and loop through the domain of N3. We first collect the values of previous notes
(60 62) and add to the tail of this list 60. The partial solution, (60 62 60), fails. Also the next one,
(60 62 62), fails. The next one, (60 62 64), succeeds. This is also the first complete solution because
we are pointing to the last note. If we look only for one solution we would now be finished with
the search.

If we want to find more solutions we have to backtrack to the previous note N2 (see step 4). We
disregard the old value and write the first item of other-values as the new value: value of N2 is
now 64. It is important to note that the other-values list of N2 is now (). Also we do not have to
run any rules in this case, because 64 was already accepted previously as a valid value.

We go now to step 5. We point now at N3 and collect all previous values and loop through the
domain of N3. The first partial solution, (60 64 60), fails. The next one, (60 64 62), succeeds and it
is also a complete solution because we are pointing to the last note. We continue and take the next
partial solution, (60 64 64), that fails.

Next we backtrack again to N2 (step 6). But now we can not select a new value because other-
values of N2 is (). This means that we have to backtrack to N1 and write a new value 62 for N1.

In step 7 we find two acceptable partial solutions: (62 60) and (62 64). We write as value 60 and as
other-values (64).

In step 8 we find one acceptable partial solution: (62 60 64) which is also our third complete solu-
tion.

In step 9 we backtrack to N2 and write 64 as the new value of N2. We go to N3 (step 10) and suc-
ceed with (62 64 60). This is our fourth complete solution.

To get more solutions we have to backtrack to N2. N2 has no new values because other-values of
N2 is (). We backtrack to N1 (step 11) and select 64 as the new value for N1.

In step 12 we proceed to N2 and find two acceptable partial solutions (64 60) and (64 62). We con-
tinue to N3 and find the fifth complete solution, (64 60 62), (step 13).

To find more solutions we backtrack to N2 and select 62 as the new value for N2 (step 14). We
proceed to N3 and find the sixth complete solution, (64 62 60), (step 15).

We could still backtrack to N2 to find more solutions but we have no items in other-values of N2.
The same situation occurs also when we backtrack further to N1. This means also that we have to
stop the search because we can not backtrack beyond N1.

This technique of interleaving partial solutions - produced systematically by the search-engine -
with the testing of those solutions by the rules, makes it possible to get results in a reasonable time
even when the search-space is very large.! The rules should reduce the size of the search-space as
early as possible. In our example the rule that disallowed duplicates was already able to make
choices with partial solutions containing only two items.

Backtracking provides us with a way of undoing partial solutions that lead to dead-end situa-
tions. This is an important feature because we have to make choices before we know the complete
solution.

1. Of course this does not guarantee that we will get a result. As we will see later in this chapter
the success of a search depends on many things like the search-space, the rules, etc.
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5.1.3.2  Pattern-Matching

Pattern-matching has already a long tradition in artificial intelligence. Maybe the most famous ex-
ample is a program called ELIZA.! The main idea is to give an illusion that ELIZA understands a
conversation with the user. This can be accomplished by defining a library of pairs of patterns and
responses. For instance, let us assume the following pattern-response pair:

pattern: rr}/m)th *)
response: (Tell ne m)re about your nother ?)

1nxn

The character "*" in the pattern is a wild card and matches to anything. The string "my mother" is
a constant part of a sentence and the second "*" is also a wild card. Any sentence given by the user
containing the words "my mother" would match to the pattern and would trigger the response
"Tell me more about your mother?".

In the following pattern-response pair the pattern contains a variable (?X) that matches to any sin-
gle word in a sentence that begins with "I need a":

pattern: (I need a ?X)
response: (Wiat would it nmean to you if you got a ?X ?)

For instance in the sentence "I need a car" the variable ?X is bound to "car". This sentence would
trigger the response "What would it mean to you if you got a car?".

The pattern-matching language of PWConstraints is a variation of the main ideas behind the pat-
tern-matching in ELIZA. The input to the pattern-matching part of a PWConstraints rule comes
from the search-engine that is systematically producing new partial solutions.

5.1.3.3  Pattern-Matching Syntax

We start by giving the complete syntax of our pattern-matching language for the pattern-match-
ing part and for the Lisp-code part of a PWConstraints rule:

1. ELIZA was developed in the 60s by Joseph Weizenbaum at MIT. In ELIZA the computer imi-
tates a psychotherapist. The user, in turn, is the patient and types sentences in plain English. ELI-
ZA tries to respond to this input in a reasonable way. For details see Norvig (1992:151).
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Pat t ern- mat ching part:

?1 = vari abl e

? = anonynous-vari abl e
* =wld card

il = j ndex-vari abl e

Li sp-code part:
f?iP <t est>)

ri
l en

begi ns a Lisp expression
partial solution

reversed partial solution

Il ength of the partial solution

Fig.5.11: The pattern-matching syntax in PWConstraints.

51331 Variable

A variable name begins always with the character "?" and continues with a string that can contain
numbers or letters or both. Thus ?1, ?2, ?X, and ?Fool are all valid variable names, whereas X?1
and ? are not, because the first one does not begin with the character "?" and the second one con-
tains only the character "?". Variable names are unique and should be mentioned in the pattern-
matching part of the rule only once. So the expression (?1 ?2 ?3 <Lisp-code>) is a valid rule be-
cause it contains each variable name only once, whereas (?1 ?2 ?1 ?3 <Lisp- code>) is not correct,
because the variable ?1 is mentioned twice.

5.1.3.3.2 Anonymous-Variable

An anonymous-variable is given only by the character "?". It can appear in the pattern-matching
part several times. The difference between an anonymous-variable and a variable is the following;:
when a rule contains variables, each variable is bound to a unique value and the name of the vari-
able can be used in the Lisp-code part, whereas an anonymous-variable is never bound to a value
i.e. it only acts as a "place-holder" in the pattern.

Let us examine two concrete examples. We assume that the search-engine has produced a partial
solution consisting of the list (1 2 3 4 5). To define a rule that accesses the two last values of the
list, we write the following expression: (? ? ? ?1 ?2 <Lisp-code>). It will bind ?1 to 4 and ?2 to 5
(figure 5.12). The three anonymous-variables are used only to specify the place of the two last val-
ues, otherwise we are not interested about their bindings.

i nput : El 2 3 4 5;

pattern: (? ? ? ?1 ?2

mat ch: ?1

4, 72 = 5

Fig.5.12: Pattern-matchingof (1 2 3 4 5) and (? ? ? ?1 ?2).

In the second example we access the first and the fourth value of the list (1 2 3 4 5) with the fol-
lowing rule: (?1 ? ? 22 ? <Lisp-code>). This rule binds ?1 to 1 and ?2 to 4 (figure 5.13):

i nput : El 2 3 4 Sg

pattern: (?1 ? ? 7?2 ?

mat ch: ?1 =1, 72 =4

Fig.5.13: Pattern-matchingof (1 2 3 4 5) and (?1 ? ? ?2 ?).
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5.1.3.3.3 Wild Card

A wild card is always represented by the character "*". It can match to any continuous part of a list,
this part can also be an empty list or (). It is important to note that a pattern can contain only one
wild card at a time. This is in contrast with many other pattern-matching languages that allow
several wild cards.

A wild card is typically used in combination with variables. For example if we have arule, (* ?1
<Li sp-code>), and match it withalist(1 2 3 4 5), the wild card part of the listis (1 2 3
4) and ?1is bound to 5 (figure 5.14). This means that the variable ?1 will always be bound to the
last value of a given list independent of the length of the list.

i nput : El 2 3 4 5;

pattern: * ?1

nmat ch: *=(1 2 3 4), ?21 =5

Fig.5.14: Pattern-matchingof (1 2 3 4 5) and (* ?1).

If the rule is written as (* ?1 ?2 <Lisp-code>), then ?2 is bound to the last item of a list and ?1 to
the second to last item. So for instance matching (* ?1 ?2 <Lisp-code>) with (1 2 3 4) will produce
the following result: * = (1 2), ?1 =3 and ?2 = 4 (figure 5.15):

i nput : E 1 2 3 43

pattern: (* ?1 ?2

mat ch: * = (1 2), ?1=3, ?22=4

Fig.5.15: Pattern-matching of (1 2 3 4) and (* ?1 ?2).

If we try to match (* ?1 ?2 <Lisp-code>) with the list (1), we have a problem because there are not
enough items in the list to bind both ?1 and ?2. In such cases PWConstraints never runs the Lisp-
code part of a rule, because all variables in the pattern-matching part are not bound. This is a con-
venient feature because the pattern-matching part of a rule not only helps us to access useful in-
formation from a partial solution, but also decides when a test function will run.

5.1.3.34 Index-Variable

An index-variable name begins with the character "i". The second part of the name is a number in-
dicating the absolute position of the index-variable in a given list (we start counting from one). Let
us assume that we are interested in accessing the fifth, the seventh and tenth item of a list. In this
case we write a rule (i5 i7 110 <Lisp-code>). We can of course write a similar rule using anony-

ample using index-variables.

The pattern-matching part should not mix index-variables with variables, anonymous- vari -
abl es or wild card.

5.1.3.35 Lisp-Code Part

Next we discuss the pattern-matching syntax of the Lisp-code part of a rule (see figure 5.11
above). Inside the Lisp-code we can use the variable names that were bound in the pattern-match-

ing part. Also the Lisp-code part can use three special reserved variables called I, rl and len.! 1is
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the partial solution (including the current candidate) found so far by the search-engine. rl is the
same list but in reversed order. | and rl can always be accessed inside the Lisp-code part indepen-
dent of the pattern matching part of the rule. len gives the length of the partial solution. The ex-
pression (if? <test>) is used to begin the Lisp-code part of the rule.

5.1.3.4 PWConstraints Pattern-Matching Compared with Other Pattern-Matchers

Our syntax may seem somewhat limited compared with other pattern-matching algorithms. For
instance many implementations allow several wild cards in a pattern—matching expression. There
are two main reasons for our limited or "minimal" syntax.

Firstly, we have to be very concerned about efficiency as the rules are typically called very often.
This means that the pattern-matching part of a rule should be as fast as possible. Pattern-matchers
that allow several wild cards are typically written as recursive Lisp functions and are too slow for
our purposes. The pattern-matching part of a PWConstraints rule, however, can be compiled very

efficiently.!

Secondly, we should have a clear and compact way of writing rules. Our main aim is to capture
the most "obvious" cases in the pattern-matching part of a rule.? Typical pattern-matchers deal
with a static stream of data (consisting for example of sentences, strings, symbols, numbers). In
PWConstraints the situation is more complex - we have to match partial solutions that are con-
stantly shrinking or expanding. Allowing multiple wild cards in such a situation, mixing index-
variables with other variables and wild cards, etc., is likely to lead to a confusing system: the pat-
tern-matching part may become extremely difficult to understand and to control.

Where we are not able to solve a special case with our limited syntax in the pattern-matching part,
we can always refer in the Lisp-code part to the special variables | and rl. These allow us to write
any appropriate Lisp code to extract the required information.

5.1.3.5 Rule Examples

Let us first define a PWConstraints rule that disallows two adjacent equal values in a result. We
write the rule in two steps: (1) the pattern-matching part; (2) the Lisp-code part. First we formulate
the rule so that it better meets our requirements: the last two values in a partial solution should
not be equal.

The pattern-matching part of the rule can be defined as follows: (* ?1 ?2 <Lisp-code>). This means
that we access always the last two adjacent items of a list irrespective of the length of the list. For
instance if the partial solution is (60 62), ?1 is bound to 60 and ?2 to 62; if the partial solution is
(60), the Lisp-code part will not run, because ?1 is not bound; if the partial solution is (60 62 64),
?1 is bound to 62 and ?2 to 64, etc.

It is sufficient for the rule to check only the last two items of the partial solution, because this list

1. The short names 1, r1 and | en were chosen to make the rules as compact as possible.
1. See section 5.2.2.

2. Whatis "obvious" in this context is of course a moot point since the main problem - describing
a musical result - can be a very complex one. Our strategy is based on experience of writing do-
zens of rules for a wide range of musical problems.
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is built step-by-step and the rule is run each time a new candidate is written at the tail of the par-
tial solution.

Next we define the Lisp-code part. It must always start with the expression (?if <test>). After run-
ning the pattern-matching part, the rule is able to access the values of both ?1 and ?2. The Lisp-
code part is a test function that returns either true or nil. If it returns true, the rule succeeds and
the partial solution is accepted. If it returns nil then the rule fails and the last value of the partial
solution will be rejected.

We write the Lisp-code part of the rule, which is as follows: (?if (/= ?1 ?2)). It simply means that
?1 and ?2 should not be equal.

The final step is to combine the pattern-matching part with the Lisp-code part to obtain the com-
plete rule:

(* ?21 22 (?if (/=721 ?2)) "No adjacent notes equal ")
Let us examine another rule that disallows duplicates in the result:

(* ?21 (?if (not (menber ?1 (rest rl)))) "No duplicates")

The pattern-matching part is (* ?1 <Lisp-code>), meaning that ?1 is bound to the last item of the
partial solution. Thus, for instance, if this list is (1 2 3 4), then ?1 is bound to 4.

The Lisp-code part is given by the expression: (?if (not (member ?1 (rest rl)))). We check if ?1 is not
a member of (rest rl). If this is true, we have no duplicates of ?1 in the partial solution and the rule
succeeds. rl gives the partial solution in reversed order. For instance, if the partial solution is (1 2
34),then?1is4,1rlis (432 1)and (rest rl) is (32 1). Next we check if 4 is not a member in the list
(32 1), which returns true.

It is sufficient to ask if the last candidate is not a member in (rest rl), because the partial solution
is built step-by-step and the rule is run for each new partial solution.

For our final example let us consider a rule which requires that neither of the first two items of a
result list should be duplicated in the rest of the list. The rule is written as follows:

(?1 22 * 23 (?if (and (/= 2?1 ?3) (

. = 7?2 ?3)))
"?1 and ?2 differ fromthe rest

/
).

?1 and ?2 are the first and second items in a partial solution, as they are found before the wild
card. ?3 is always the last item whenever the length of the partial solution exceeds two. In the
Lisp-code part we check that ?3 is different from ?1 and ?2.

5.1.4 Classical Constraint Examples

Next we try out our tools with three classical constraint examples. First we define a Lisp function
to run the search-engine. Let us call it PMC (short for "Pattern Matching Constraints"):
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(defun PMC (search-space rul es ] ]
&key (sol s-node :once) (rnd? nil) (print-fl ()) ...)

PMC has two required arguments. search-space consists of a list of domains for each search-vari-
able. rules is a list of rules. The first keyword argument is used to specify if we want all solutions
(:sols-mode :all) or only one solution (:sols-mode :once). :once is the default case. The keyword
:sols-mode can also be a positive integer giving the number of desired solutions. The second key-
word argument, rnd?, is a flag indicating whether or not the search-space is randomly reordered
(by default rnd? is nil). Also the third keyword argument, print-fl, is a flag. If it is true then the
index of the current search-variable is printed indicating how far the search has proceeded.

PMC first makes an instance of a search-engine and then starts the search.! After the search is
completed, PMC returns a list of solutions.

5.1.4.1 A Cartesian Product Example

If we run the search-engine without any rules and ask for all solutions, PMC returns the Cartesian
product of a given search-space:

?(PMC '"((abc) (abc) (abc))

:sol s-node :all) =>
((aaa (aab) (aac aba) (abb) (abc aca
acbh) (acc baa) (bab bac bba) (bbb
bbc bca) (bchb bcc caa) (cab cac
cba) (cbb) (cbc) (cca (cchb) (ccc))

5.1.4.2 Subset Indices

Subsets have many interesting musical applications. Let us look at an example in which we want
to find all 3-member subsets of the list (012 3 4).2

One way to solve this problem is to use indices: the first possible 3-member subset is found by
taking the first, the second and the third item from the superset. This subset can be represented
by a list of indices (0 1 2) (counting from zero). The next choice is found by incrementing the last
index, which produces (01 3) and (0 1 4). Now the last index cannot be incremented anymore be-
cause 4 already points to the last element of the list. We therefore increment the second index to
obtain (02 3) and (0 2 4). We again increment the second index and get (0 3 4). Next we increment
the first index, which gives us (12 3) and (1 2 4). We increment the second index to get (1 3 4). The
last possible solution, (2 3 4), is found by incrementing the first index again.

To formulate this algorithm as a constraint problem let us first define the search-space: there are
three indices (search-variables) called I1, 12 and I3. Each index is in the range from 0 to 4. Thus,

1. The actual implementation of the search-engine is discussed in section 5.2.1.

2. In the general case, the number of subsets can be counted by the formula n!/(m!*(n -m)!), where
n is the size of the superset and m is the size of the subset. In our example the number of subsets
is 5!/3!*(5-3)! = 10.
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the search-space is defined as ((01234) (01234) (012 34)), where each sublist represents the
domain of a given search-variable (figure 5.16):

1 12 13
0 0 O
1 1 1
2 2 2
3 3 3
4 4 4

Fig.5.16: The search-space of the 3-member subset indices.

The Cartesian product of this search-space produces lists such as (00 0), (01 1), (01 0), etc. which
we are not looking for. This is because there should be no duplicates in the solution, i.e. we should
never index an item in the superset more than once. Also we should avoid redundant solutions
like (01 2) and (0 2 1) which point to the same subset.! All these unwanted cases can be avoided
by observing that all solutions to our problem are in strict ascending order. We therefore write the
following rule:

(* (?2if (apply # < 1)) "Result in ascending order")
| found in the Lisp-code part is bound to the partial solution. The expression (apply # < |)

returns t r ue only if the items in | are in ascending order.
Finally, let us run the search-engine:

7 (PME 229 (1?i2f3(§|)o fO #'3 F)il)"&gsﬁltz i3n4?';1)scendi ng order"))
: sol s- node :aPIY =>
i8035 1038838,

5.1.4.3 All Permutations

Permutations give all possible orderings of a list. For instance, let us produce all permutations of
thelist (0 1 4 6).2

We find the permutations of (0 1 4 6) by first defining the search-space. There are four search-
variables (N1, N2, N3 and N4) and each search-variable has the domain (0 1 4 6) (figure 5.17):

1. Note that we are not interested in the order of the items in a subset.

2. Inthe general case, the number of permutations is given by n! where n is the length of the list. In
our example the length is 4 so we will get 1*2*3*4 = 24 results.
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OO E
OO %
[eF N @] %
OO E

Fig.5.17: The search-space of the list (O 1 4 6).

The search-engine returns the Cartesian product, but to get the desired result we have to add a
rule that disallows duplicates in the result. This algorithm works only for sets, i.e. the list should
not contain duplicates. The "No dupl i cat es" rule was explained earlier in the text, so we just
restate it here:

(* ?21 (?if (not (menber ?1 (rest rl)))) "No duplicates")

? (PMC '()0146)(0 46)0146(0146))_

((* 21 if (not (manbr ?1 (rest rl)))) "No duplicates"))
sol s-nmode rall) =>

((0146) (O164 (0416) (O461) (06114

0641) (1046) (1064) (1406) (1460

1604 (1640) (4016) (4061) (4106

4160 (4601) (4610 (6014) (6041

6104) (6140 (6401) (6410))

All of our examples (Cartesian product, subset indices and all permutations) can be programmed
in a normal procedural or functional way, although it is probably not easy to find algorithms that
are equally elegant and simple as we found here using the search-engine. What is more important
though is that both subsets and permutations are examples of problems where the amount of so-
lutions grows extremely fast as the problem gets larger: for instance, to take all the 6-member sub-
sets of a set of 50 items will produce 15890700 results; to make all permutations of a 12-element
set will produce 479001600 results, etc. In procedural or functional programming there is no na-
tural way to filter the search-space when the results are generated by the algorithm. Contrastin-
gly, in constraint languages the user can reduce a large search-space simply by adding new rules.
These rules are typically able to make choices already from partial solutions given by the search-
engine.

5.1.5 Musical Examples

5.1.5.1  Constraining Chords?

Let us assume the task of calculating all possible 12-note chords where each chord is constrained
by two rules: (1) the possible simultaneous intervals between adjacent notes (or adjacent note in-
tervals) are given by a list of allowed intervals; (2) no pitch-class duplicates are allowed.?

1. Simultaneous note collections are henceforth called "chords".
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We start by defining the search-space for 12 notes. Each note has a domain consisting of the whole
piano register or in MIDI-values in the range from 21 to 108 (figure 5.18 below shows the begin-
ning of this idea). But this approach would produce a truly large search-space.

NL N2 N3 N N5 N6 N/ N8 N9 NIO NI1 NI12

21 21 21 21 21 21 21 21 21 21 21 21
22 22 22 22 22 22 22 22 22 22 22 22

Fig.5.18: The search-space of a 12-note chord.

A more sensible solution is to realise that the chord will have "gaps" or "holes" in the search-space
depending on the given adjacent note intervals. For instance, let us assume that the MIDI-value

of the first note is 24 and the allowed adjacent note intervals are 5 and 6.! This means that the
next MIDI-value of the chord has to be between 24+5 = 29 and 24+6 = 30, i.e. the only values
that we have to consider for the second note are 29 and 30. We continue the same reasoning for
the third note. We know that the lowest MIDI-value of the second note is 29 and we add to this
number the smallest interval, 5, that gives us the low limit of the third note 29+5 = 34, etc. In this
manner we can reduce drastically the search-space.

Figure 5.19 shows the reduced search-space where the allowed adjacent note intervals are (5 6).

NI N2 N3 N N5 N6 N7 N8 N9 NIO N1 N2

24 29 34 39 44 49 54 59 64 69 74 79
30 35 40 45 50 55 60 65 70 75 80
36 41 46 51 56 61 66 71 76 81

42 47 52 57 62 67 72 77 82

48 53 58 63 68 73 78 83

78 83 88
84 89
90

(Fi'g.5.61)9: The reduced search-space of a 12-note chord for the adjacent note intervals

We define a Lisp function, nake- not e- r anges, to obtain the reduction:

(defun nake-note-ranges (start ints card) ...)

2. This example and the examples in sections 5.1.5.4 and 5.1.5.6 were suggested to the author by
Paavo Heininen.

1. Intervals are given as semitones.
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start is a MIDI-value for the first note, i nt s is the list of allowed adjacent note intervals and
car d gives the number of notes of the chord. make- not e- r anges returns a list of lists, each su-
blist giving the possible MIDI-values for each note.

Next we define two rules. The first one disallows pitch-class duplicates in the chord:

e

rl)

x 91 (it t b d 21 12
( (711 (not (menber (no (i ) ? n) (mod n 12)))))

Y anb&
"No pitch class dup |cat s")

Each time we have a new value we check that its pitch-class, (mod ?1 12), is not a member of
the list of pitch-classes of the previous values.!

The second rule performs the following check: each time we get a new pair of values, the interval
between them, (- ?2 ?1), should be a member of the allowed adjacent note intervals (5 6):

(* ?21 ?22 (?if (menber (- ?2 ?1) '(5 6)))) "Interval rule")

Finally, we run PMC (the search-space is calculated by the make- not e- r anges function) and ask
for all possible 12-note chords with adjacent note intervals (5 6):

? (PMC Enake not e- ranges 24 ' (5 6 %
‘(*91(Wf(n (mrenber pmd 112) (re
key # f

anbda, ( (od*h 120))))
tch class’ du

i cates
(* ?21 ?2 (9|f (menmber (- 7?2 71)) (56))) "Interval rule"))
:sol s-node :all) =>

((24 30 35 41 46 52 57 63 68 74 79 85
24 29 34 40 45 51 56 62 67 73 78 83
24 29 34 39 44 50 55 61 66 71 76 81
24 29 34 39 44 49 54 59 64 69 74 79))

5.1.5.2 A PC-Set-Theoretical Example?

The notion of chains is found in Morris (1983:432) and (1987:90).3 Suppose that we have a list of
pitch-classes. We group it into sublists where the size of each sublist is given by n. Each sublist

1. Note the partial solution consists of MIDI-values.

2. We will not explain any standard pitch-class set-theoretical concepts that are used in this stu-
dy. Interested readers can refer for instance to Forte (1973), Straus (1990) or Castrén (1989). We
use in this chapter the Tn-classification (Morris 1987:78). The set-class names are from Forte
(1973), and the extensions "a" and "b", which allow us to distinguish between inversionally related
set-classes, are from Castrén (1994). At times we give the prime form of a set-class after the set-
class name. The prime form is written in brackets, the pitch-classes being separated by commas.
For instance:

4-11[0,1,2,3].

49 - PatchWork - PWConstraints



should overlap, so that the last n/2 pitch-classes of a given sublist are also found at the beginning
of the next sublist.! For example, let us assume that we have a list of 12 pitch-classes and that 1 is 6:

(n1 n2 n3 n4 n5 n6 n7 N8 n9 n10 nll nl12)
The list is grouped to the following sublists:

((n1l n2 n3 n4d n5 n6) (n4 n5 n6 n7 n8 n9) (n7 n8 n9 nl10 nll nl2))

We will constrain our problem so that the set-class identity of each sublist should belong to a gi-
ven list of set-classes. Also, if a set-class is found several times, all instances should be different
member sets of that set-class.

To implement this rule we need several new Lisp functions. First we define a function that groups
a given list to sublists, called gr oup- t o- chai n:
(defun group-to-chain (I card) ...)

| isthe list to be grouped and card is the size of the sublists.?

? (group-to-chain '(1 2 7 8910 11 12 13 14 15 16 17 18
19%28 21 22) 6) =>

((123456) (456789) (7891011 12) (10 11 12.13 14 15)
(13 14 15 16 17 18) (16 17 18 19 20 21) (19 20 21 22))3

Next, we need a Lisp function that determines the set-class identity of a list of MIDI-values:

(defun SGnane (mdis) ...)
? (SCnane '(012345)) = 6-1

Finally, we define a function called check- chai n?:

3. We will not give details of the actual chains algorithm given in Morris (1987:92) mainly for two
reasons. Firstly, we are only concerned in the chains example as a compositional idea, i.e. we want
only to describe the end result, not how it is constructed. Secondly, the approach presented by
Morris is a typical step-by-step algorithm. As we focus in this chapter on constraint satisfaction
problems, the algorithm given by Morris is beyond the scope of our presentation.

1. Morris uses the term "two-partition" to describe the sublists of a chain. Also he uses the term
"string" to describe the complete chain. We prefer using the terms "sublist" and "list" as all our
functions described below work with lists.

2. We are assuming that the overlapping length is car d/ 2. One could make of course variations
of this idea by having different overlapping lengths.

3. As can be seen from the result the last sublist can also be shorter than car d.
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(defun check-chain? (list card SCnanes) ...)

l'i st is the partial solution given by the search-engine, car d is the size of the sublists and SCG-
namnes is a list of set-classes.

check- chai n? first groups| i st by calling gr oup- t o- chai n. Then it calculates the last groups'
set-class by calling the function SCG- nane and checks that this set-class is a member of SC- nanes.
Also it checks that we do not find a given set-class several times with identical transposition. The
latter check occurs only when the length of the last sublist is equal to car d. If all checks are true
then check- chai n? returns t r ue otherwise ni | .

To be efficient we should calculate all subset-classes of the allowed set-classes in advance. Having
a list of subset-classes allows us determine already from a partial solution of two or three pitches

whether it potentially is able to form one of the given set-classes.! To accomplish this we define a
Lisp function called a/ / - subs:

(defun all-subs (set-classes) ...)

al | - subs returns a list of all subset-classes of the argument set - cl asses and removes any du-
plicates, for instance:

(all-subs '(4-z15a 4-z15b)) =>

3-3a 3-5a 3-7b 3-8b 4-z15a 1-1 0-1 2-1 2-2 2-3 2-4 2-5 2-6 3-3b 3-5b 3-
a 3-8a 4-z15b)

Let us next implement a chain rule where the set-classes ( 6- 5a 6-5b 6- 18a 6- 18b) are to be
found in the chain. We first store all subset-classes of the allowed set-classes under the global
variable * subs*:

(def paraneter *subs* (all-subs '(6-5a 6-5b 6-18a 6-18b)))
The rule itself is then defined as foll ows:
(* (?if (check-chain? | 6 *subs*)) "Check chain")

There are no variables in the pattern-matching part, because we use only the special variable |
inside the Lisp-code part.

To make the example more interesting let us add some other rules. First, we design a rule that
disallows certain set-classes within a group of three adjacent pitches. The following rule disal-
lows the 3-member set-classes 3-9, 3-1laand 3-11b:

1. Another reason why we must use subset-classes is that the last sublist returned from gr oup-
t 0- chai n may be shorter than car d.
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(* ?21 22 ?23 (?if (not (eg-SC? '(3-9 3-1la 3-11b) ?1 ?2 ?3)))
"Di sal | owed 3-nenber ‘set-cl asses"”)

The pattern-matching part extracts always the three last values of a partial solution. These are
passed to a function called eg- SC? that returns true if the set-class of ?1, ?2 and ?3 is found in the
list (3- 9 3-11a 3- 11b) . To disallow such cases we call eq- SC? inside not . eq- SC? is defined
as follows:

(defun eq-SC? (set-classes &est mdis) ...)

In the next example we force certain set-classes to appear rather than to disallow them. We use
index-variables to specify the exact positions of the given set-classes. Rules using index-variables
in the pattern-match part are called index-rules. For instance, if we want one of the following set-
classes, (4-z15a 4-z15b 4-16a 4-16b), to appear at the sixth, seventh, tenth and eleventh
position we write the following index-rule:

(i6i7 110111 (?if (eqg-SC? '(4-z1l5a 4-z15b 4-16a 4-16b) i6 i7 110 i1l))
"Permtted sets at indices (6 7 10 11)")

Let us complete the chain example by making a 24 element chain with the following rules: (1) the
chain is built out of the following 6-member set-classes: ( 6- 5a 6-18b 6-z38 6-z6 6-z43b
6-z43a 6-z4la 6-z41b 6-z12b 6-z12a 6-5b 6-z36a 6-z17b 6-z17a 6-z3a 6-18a
6-z11b) 1 (2) we disallow the following 3-member set-classes (3-9 3-1la 3-11b); (3) we
force the set-class 4-1 [0, 1, 2, 3] to appear atindices (1 2 4 8), (3 57 9), (6 10 11
13), (12 14 17 18), (15 16 19 20) and (21 22 23 24) - this produces in all six index-
rules.

We first calculate the subset-classes of the given set-classes:

(def paranet er *subs*
(all -subs ‘(g-Sa 6-18b 6-z38 6-z6 6-z43b 6-z43a 6-z41a 6-z41b

6-z12b
-z12a 6-5b 6-z36a 6-z17b 6-z17a 6-z3a 6-18a 6-z11b)))

The search-space is defined simply by giving each element a list of all possible pitch-classes: (0
1234567 89 10 11).Finally we call PMC:

1. The list was found by using a similarity measure called RECREL (Castrén 1994). RECREL at-
tempts to measure the degree of similarity for two set-classes by giving a numeric value called
RECREL value. RECREL values are in the range from 0 to 100. 0 indicates highest degree of simi-
larity whereas 100 indicates highest degree of dissimilarity. All 6-member set-classes used in this
example are within the RECREL value limits 0 and 25, inclusive, when compared to the set-class
6- 5a.
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? (PMC
( make-list 24 :initial-elemrent '(0 12 3456789 10 11))
((* 2?1 g?lf (check-chain? | 6 *subs*)% "chain rule")
* 21 2?2 ?23 (?if (not (eg-SC? '(3-9 3-1l1la 3-11b) ?1 ?2 ?3)))
"D sall owed 3-rmenber set—classes?% o )
ili2i4i8 (2if (eq-SC? '(4-1) i1i2i41i8)) "index rulel"
iI3i15i719 (?2f (eg-SC? '(4-1) i3i5i719 "i ndex rule2"
16110011013 (?if (eq-SC2 '(4-1) i6 110 i1l i13)) "index rule3")
112 114 117 118 (?2if (eq-SC? '(4-1) 112 114117 .i18)) "index rul e4")
115116119120 (?2if (eg-SC? '(4-1) 115116119 i20)) "index rul e5"
121122123124 (?if e%—SC? "(4-1) 121122123 i24)) "index rule6"))
:sol s-nmode :once ;rnd? t) =>
(8971043675109283410116520111)

We ask for one solution with a randomly ordered search-space. This means that we can get a dif-
ferent result just by running again PMC with the same arguments.

Next we translate the result to MIDI-values and transpose the obtained pitch list to C4 (figure
5.20).1 Above the staff we find a list of indices. In order to make the indexed 4-member set-classes
more noticeable we transpose the notes at indices (3 5 7 9) and (12 14 17 18) one octave
higher and the notes at indices (6 10 11 13) one octave lower. All 4-member set-classes at the
given indices are analysed (the notes of each 4-member set-class are connected by braces) and we
see that they all represent 4- 1.

1 2 3 4 5 6 3 &8 49 o 11 12 12 14 15 16 17 18 19 20 21 22 23 24
4-1 4-1
[ I I 1 I T T 1
] o - fo a o o ko o
:&—h‘n—n—bﬂ = r—
ﬁ el v e e
L 1 1 | 1 . . , L 1 1 1 L 1 | 1
4-1 - 4-1
=y 4-1

3-1 3-2b 3-1073-5b 3-2a 3-3b 3-1 3-8b3-4a 5-3b 3-7b 3-5a 3-5a 3-4a 3-5b 3-5a 3-4b 3-52 3-3b 3-Ta 3-2a2 3-1
6=5hb G—z3tn G6-z17a 6-5b G-z43b 6-z17b 6-5a
3 3 5 & g 10 11

Fig.5.20: 24 element chain with overlapping 4-member set-classes 4- 1.

Below the staff, in the first line, we analyse the 3-member set-classes starting from each note.
None of the disallowed set-classes (3-9 3-11a 3- 11b) is found in this line.

In the second line the sublists of the chain is analysed. We see that all 6-member set-classes belong
to the list of allowed chain set-classes. The last line gives the transposition of each 6-member set-

class and we do not find a member set twice.?

1. The translation is simply done as follows: pitch-class 0 is MIDI-value 0, pitch-class 1 is MIDI-
value 1, etc.

2. Each transposition number refers to the transposition of the prime form.
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In figures 5.21 and 5.22 we give two other chain examples. We have changed the index-rules so
that in the first example we allow only set-class 4- 7 [ 0, 1, 4, 5] and in the second only set-class
4-27a [0, 2,5, 8].

T2 3 4 5 6 Y 8 9 10 11 12 13 14 13 16 17 18 19 20 21 22 23 24

4-7 4-7
I T T I T 1
£ be- B : — o jo O

oy " e I o a—

—rt = " = =

o o — — = e =
5 — =

L 1 1 1 L | | | | | |
4-7 L — ! 4-7 4-7
4-7
3-7b 5-8b 5-5n $—4n 5-2=z 5-Tb 3-5b 5-#a 3-1 3-5b3-Ta 5-8b 3-Bb 3-3z 3-8 5-& 54z 3-4b 3-5n 3-10 5-3b 3-4=
6-z17h 6-zllb &-zdlb f-zdlb f-z12n é-zllb £-zd3b
z 7 7 % 4 3 9

Fig.5.21: 24 element chain with overlapping 4-member set-classes 4- 7.

12 2 4 5 &6 Y o8 9 A0 11 12 12 14 15 16 17 18 19 20 21 22 232 24

4-27n 4-27=
[ I I 1 T T T 1
ol 0o oy e ho
X o T 1T
]gg = —" HT o T HT—a I T
T S m———
M i - b il =
1 1 1 1 L 1 | | | |
L 1 I 1
4-27a A27a 4-27a 4-27n
3=513-3b 3-323-1 3-5b3-4n3-223-1 3-5z 3-5a3-3a 3-3b 3-5b 3-53 3-4n 3-3n 3-2a 3-8 3-5b 3-1 3-8b3-10
6=5a G-z1Zb &=5b G-z &=5a 6-z17a 6=18a
11 T 3 2 7 @ q

Fig.5.22: 24 element chain with overlapping 4-member set-classes 4- 27a.

5.15.3 Subsets

Let us suppose that we want to find all possible subsets from a list of pitches. We constrain the
problem so that the set-class identities of the subsets should be members of a list of given set-clas-
ses.

We start by defining a list of pitches:

(def paraneter *pitches*
"(68 69 79 70 76 51 78 67 77 49 48 81 50 80 63 64 82 83 66 65 62 60 71 61))

We are interested in finding all instances of set-classes 4-z15a [0, 1, 4, 6] and 4-z15b
[0,2,5,6] in *pi tches*. Like in the previous example we calculate all subset-classes of 4-
z15a and 4- z15b in advance.
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(def paraneter *subs* (all-subs '(4-z15a 4-z15h)))

To be able to translate a list of indices to actual values we define a Lisp function called i nds-
>val s:

(defun inds->vals (in S) )
(mapcar #' (| anbda (|nd) (nth ind Is)) inds))

i nds is alist of indices and | s is a list of values. For instance, if we index the sixth, first and second
elementof (3 4 5 6 7 8 9), we get the following result (counting from 0):

(inds->vals '(6 12) '(34567889) => (945

We start by modifying the subset indices example from section 5.1.4.2:1

? (PMC (nmake-list 4 :initial-elene t
012345678910 11 12 13 14 15 16 17 18 19 20 21 22 23))
" (’>|f (a PI #<1)) F Result in ascending order"))
: sol s- node |Y

PMC returns all possible indices to the 4-member subsets of * pi t ches*.
Next we add a rule that forces each subset to be either 4- z15a or 4- z15b:

( (?if (let ((pltches (i nds->val s rl i tches 2] C 2
(and (not (menber rmd car |tc es) 12) ;3

itc
: key #‘(Ianbg ( ) %m)d 12))))
] (menber (SC narre pi t ches) *subs*))))
"no pc-duplicates and given SC')

The pattern-matching part of this rule is (* <Li sp- code>), which means that this rule is run
for each new value in the partial solution (1). Next we convert indices to pi t ches (2). We check
that this list does not contain pitch-class duplicates (3). Then we calculate the set-class of pi t ches
and check that it is found in *subs* (4). If we were to run PMC with the new rule, we would get
indices to 384 subsets, each subset being a member either of 4- z15a or 4- z15b.

To make the example more interesting let us add two new rules to constrain the indices. For ins-
tance, we define a rule that states that the largest gap between two adjacent indices is 3:

1. As the length of * pi t ches* is 24 each domain is defined as a list of indices ranging from 0 to
23.

2. Note that ?1 and 7?2 refer to indices, not to actual pitches.
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(* ?21 ?22 (?if (<= (- ?2 ?1) 3)) "largest gap 3")

We also decide that the largest allowed gap between two adjacent indices can be found maximally
only once. This is accomplished by first calculating all adjacent index gaps. Then we check that
the result contains the number 3, i.e. the largest gap, once:

* 21 22 (?2if (<= (count 3 (mapcar # - (cdr 1) | 1
( naX|nafIy oge dsstance o§ 39) ( ) 1)) 1)

These two new rules will force the indices to be quite near each other. Let us put everything to-
gether and run PMC:

? (PMC (nmake-list 4 :initial-elenent
‘(0012345678910 11 12 314151617181920212223))
((* 2?1 (7?|f (aply#<|))7 asc-order")
* 21 22 (21f (<= (- ?2°?1) )) Iarges 8 ?
* 21 ?22 (?if (<= (count 3 (rraPcar (cdr 1) 1)) 1))
" maxi rraII%/ one_ di stance 3") _
(* ?212 (?if (let ((pitches (inds->vals rl *pitches*)))
(and (not (rnenber ﬁ( (car pltches) 12) (rest pitches)
(lanbda (n) (mod n 125)
( menber (SC-narre pi tches) *subs*))))
Pc dupl i cates and given sc"))
:sol s- erde aI =
4 5) 57) 10) (681 121 (7 9 12)

(g% 9 10 113 (8 40,41 14)

1448 3 16 1%511 oh 0 B
12715 16 17) (13 15 16 15) b4 05

(14717719 21) (15 16 17 20) (18 To'2h 21))

The result is a list of lists of indices. We translate it to actual pitches using
i nds->val s, which produces the following result (figure 5.23):

e o e de to oo o o g-ohe-
g I = = = = =
4-z 150 4-=15h 4-z 150 4-z 150 4-z15b 4-z15h 4-z15n 4-=15h 4-=15h
Il o ho B - o oo e boo o oo
H = = = = = —— oo
ﬁ = = = = = e o =
4-z 150 4-z 150 4-z 15b 4-z15a 4-z15a 4-z15a 4-z 150 4-z 15b

Fig.5.23: The 17 4-member subsets of * pi t ches*.

5.154 Statistical Distribution and Automatic Rules

Until now we have been able to define rules that simply either accept or reject a candidate. Let us,
for instance, consider the following interval rule:
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(* ?1 ?22 (?if (nenber (- ?2 ?1) (-1 3-5-4-13 -8 -9 8 -11)))
"Interval rule")

This rule first extracts the last two values of a partial solution. Then we calculate their difference
and check if the interval is found in the list of allowed intervals. The problem is that this rule does
not state anything about the distribution of the intervals. We have still no way of saying that we
would like to have a lot of interval -1, or that interval 6 should be very rare. One solution to this
problem is to make statistics of the partial solution and compare this result with the desired dis-
tribution.

The following search example is carried out in two steps. First we get the program to derive rules
from an existing melodic line. These rules are inferred from the input material through statistical
analysis. They are then used to make similar pitch successions by running the search-engine.

Our starting point is the soprano line from Anton Webern's Op. 16. No. 3. We extract only the
pitch information in MIDI-values:

(68 60 71 66 61 67 72 71 66 65 76 71 63 66 77 75 74 61 70 64 78 73 60
80 79 82 78 81 72 68 83 82 69 80 79 78 81 70 78 74 65 68 64 75 67)

Next we count how often each melodic interval is found in the MIDI-value list. This analysis pro-
duces the statistics given in figure 5.24 below. The result is given as a list of lists. Each sublist con-
sists of a count-interval pair: we find 7 instances of interval - 1, 5 instances of interval 3, 5 instances
of interval - 5, etc.:

(H é)l)(&5-%)1)(?1'?%)(?11%%))(?1'3121)(?1'-18 E‘i’ éﬁg)(&z-é?)(l 5 (1 6))

Fig.5.24: Interval statistics of Webern's Op. 16. No. 3.

Let us suppose that we want to create an example that has the same number of notes as the origi-
nal melodic line has. In this case the rule accepts a partial solution that has less than or equal to 7
times interval - 1, less than or equal to 5 times interval 3, etc. In other words the count value de-
termines the high limit of instances of a given interval. If, for instance, the interval - 1 is found 8
times or more, then the rule will not accept the partial solution. This rule is probably too strict and
time consuming and therefore we add a tolerance to the rule. The tolerance indicates how much
the high limit can be exceeded without failing. This means that we will get only an approximation
of the desired distribution, but giving a tolerance value will speed the calculation considerably.

Next we define a Lisp function called check- st at s?. It is general in the sense that it can be ap-
plied to any kind of data found in the original material. This data can consist of intervals, set-clas-
ses, etc.

(defun check-stats? (itemcount stats &optional (tolerance 0)) ...)

i t emis the data we are making statistics of. count indicates how many times i t emis found in
the partial solution. st at s is the statistical distribution of the original input material given as a
list of count-interval pairs.

We are now ready to define a rule for interval statistics:
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(@ ((int (- 22 21))) -
(check tats9 i nt ] ’
(goynt A nt5(om f -5) (g 1) 4”11) 3
] 15£) 03,08 (200 (41 %‘3 2 oD
g g 20) & 14) ( 9)
1))) "Interva? statlstlcs") ; 4

First we extract the two last candidates and calculate the interval between them (1). This interval,
int, is the first argument of the function check-stats?. The second argument indicates how many
times int is found in the partial solution (2). The third argument is the interval statistics found in
figure 5.24 (3). The fourth argument is the tolerance which is 1 (4).

Besides the interval distribution we are also interested in the following statistics: the set-class dis-
tribution of 3-member and 4-member set-classes and statistics of four-note melodic movements
in register space. The latter distribution is calculated by considering the +- movements of a given
note group. For instance the list (+ + -) applied to a four note group means "up-up-down".

It is clear that making these kind of statistics by hand is quite tedious. We can automate the pro-
cess by first calculating the required statistical information and then producing the Lisp text for
the rules algorithmically.

The statistical analysis applied to Webern's Op. 16. No. 3 voice line produces automatically the
following Lisp text:

(PMC . o
(make-list 45 :initial-el enent
"(60 61 62 63 64 65 66 67 68 69 70 71
72 73 74 75 76 77 78 79 80 81 82 83))
e
U enttksebis3% a0
(count nt (na c g 1))
(15 114 (£32)gf '5” fh, ls) LY
1 15; E& 20) g& 14) (& 3 E 9)
1))) "Interv ? statlstlcs")
(* 91 ?2 ?3
(Iet* ((scs (SC-dlstrlbutlon 3 1))
Esc (car (last scs))))
(check-stats? sc
(count sc scs)
'(§7 3-3b) (6 3- 1) (5 _3- SbL L
3 3-10 3 3 3 3- 2b) &3 3-4 )
2 3-4a)( - ) ( 12% (1 3-7b)
1 1 3-8a ngl 3-11b) (1 3 % .
))) "3-nenber set-class statistics")

(* z% 22 23 24
(Iet* (Escs (SC-distribution 4 1))
(car (last scs))))
(check-stats? sc
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(count sc scs)
"((5 4-1) (4 4-3) 4-12b) (3 4-6)
2 4-19b) (2 4-1 2 4-27b) (2 4-2a)
2 4-8) (2 4-5b ( -9) (1 4-7)
1 4-43a) (1 3-3b) (1 4-2b) (1 4-11a
1 4-16b) (1 4-z15a) (1 4-4b) (1 3-2b)
1 4-z29b) (1 4-14b) (1 4-16a%_(1 4-715b))
2))) "4-nmenber set-class statistics”
(* 9% 22 723 7?4
((Iet* ((+1lists (+distribution 3 1))
+-list-ref (car (last +-1ists))))
(check-stats? +-list-ref
(¢ oggt(+ I|st5reg ?-I|sis):tgsz+#'equ?l)
{gg +¢3 (g(---)g (§(++_)3
2))) "+- statistics"))
crnd? t)?!

We use in the rules " 3- menber set-class statistics" and"4-nenber set-cl ass st a-
tistics" the function SCdi st ri buti on:

(defun SC-distribution (card ) ...)

SC-di stri bution analyses all set-classes found in| , where | is grouped in subsequences star-
ting from each successive item. The length of each subsequence is given by car d. The function +-
-di stri bution found in the rule "+- statistics" issimilar, except we analyse in this case
the +- movements found in | .

Figure 5.25 below shows on the upper staff the pitches of the original voice line. The lower staff,
in turn, gives a result obtained by using automatic rules.

o __to-otly, o bo-oye o= to
T

el )
¥ T o
T o [ — o I =)
o L=y Loy o —r e .. oy I e
o —e——fooy i
i 1} =

. ber hﬂ—o—“ o ete O be

ron 18 % ) — LT Y =
i T

1 % h L 1 TEY —
o oo bl o = =

Fig.5.25: The original melodic line and a result produced by automatic rules.

To complete the example we give the interval distribution, the set-class distribution of 3-member
and 4-member set-classes and +- statistics of the result (figure 5.26):2

1. The tolerance for " 4- menber set-class statistics" and"+- statistics"is2.
2. The statistics of the original was given in the previous PMC expression.
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Interval di strlbut

(f? 3%)1)((1 ?21) (1- 6)(?132))(?1 %%3 ﬁ 333 Ei’ :g;)(z 20) (1°8)

3- nenber set cI ass di strlbutlo

(fg 3 223 § 2 3- 12))((1 3- 1%) (1 55%)((313323%1)(?133 ?)1b§3( %)§3 3-3a)

4-menber set-cl ass d| strl but i on

(ggﬁ-%b“‘z"hé 4480 (95030 (h 4ata) 1 &0) {17k b6y
14—16a3 El4 25a) (14 2)) (1 4-12a) (1 4 %9%) (14g4b)

(800 S E6T M O (o (v - o)) (B (- #) (4 (- - o)
(P A Y

Fig.5.26: Statistics of the result.

Our example is of course somewhat artificial because we do not consider at all metric aspects,
phrase boundaries, etc. of the original melody. We will come back to these problems - i.e. to prob-
lems that deal with musical context - in the third and fourth part of this chapter. Also we should
note that in this example we used absolute counts. This means that our example works only if the
search problem has exactly the same amount of notes than is found in the original. In the general
case the statistical distributions should be defined as proportional (for instance as percentage) val-
ues. This would allow the number of notes of the search problem to differ from the original.

5.1.5.5 The "At Least" Property

The statistical rules discussed above could be called at most rules, because we give in the rules an
upper limit of how many instances of some musical property can be found in the final solution.

A related problem is how to define in the rules the at least property.!

One solutlon to this problem is to insist that the partial solution has the desired properties as early
as possible.? For instance let us consider the following example. The length of a complete solution
(total -1en)is5. We want to have at least 3 (at | east - count ) items with a certain property in
the final solution. In this case we can insist that there is at least one such item in a partial solution
when the length of the partial solution is 3, two such items when the length is 4, three such items
when the length is 5, etc.

Let us call this count as curr ent - at | east - cnt and the length of the current partial solution as
current -l en. The value of current - at | east - cnt is calculated by the following expression:
(- current-len (- total-len atleast-count)).

Based on this idea we define a general function, at /| east - cnt - check, that checks for the at least
property:

1. The at least property example was suggested to the author by Camilo Rueda.

2. The trivial solution is of course to check for the at least property only when we have a complete
solution, but this approach is very inefficient.
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(defun at| east-cnt-check ) ]
(I total-len atleast-cnt-itemlst &optional (test #eq)) ...)

| is the current partial solution and t ot al - | en is the length of the final solution. at | east - cnt -
i tem| st is alist (or a list of lists) of count-item pair(s).

For instance, let us suppose the following search example. The search-space consists of 6 search-
variables, each having the domain (0 1 2 3). A result should contain at least 3 zeros and at
least 2 ones. Also, no adjacent duplicates are allowed in a result:
(PMC gmake-l ist 6 :initial-elenent '20 12 3)3

((F 2?1 (?if (atleast-cnt-check | (cur-slen) '((3 0) (2 1))))

"at [ east check )
* 21 2?2 (?2if (/=71 ?2)) "no adjacent dups"))
=>

:sofs—rmde:all)
((301010 103010 (102010 (101030
10 20 031010 (030101) (021010
02 1 012010 (010310 (010301
8% 8 )010130 010120 (010103

(elele]
PNRFRO
(@] ]
OOOFN
RPRROO
OOWkREF
PNOOO
OOk
RROOO

Weuseinthe"at | east check" rule the function cur - s/ en that returns the number of search-
variables in the current search-engine.

5.1.5.6  Splitter

The final example, called splitter, is a search problem where we distribute some musical informa-
tion among two (or more) parts. For example, our starting point can be the following list of pitch-
classes:

(def paraneter *pcs* '(01236701823907812506111
4723817100567 811))

We assume that this list should be split into two parts according to some rules given by the user.

Our first problem is how to construct a search-space for the splitter. One simple solution is to take
each item from * pcs* and say that this item has to belong either to the first or to the second part.
This can be accomplished by defining each value of a domain as a list of two items. This list will
be called partnum-data pair. The first item in this pair gives the part number, while the second one
contains some musical data.

For instance in our particular example the first domain of the search-space is defined as ((1 0)
(2 0)). This means that the firstitem of * pcs*, 0, belongs either to part 1 or to part 2. The second
domain, in turn,is ((1 1) (2 1)). This means that the second item of * pcs*, 1, belongs either
to part 1 or to part 2. The third domainis ((1 2) (2 2)), etc. We generate the search-space by
the following expression:!

1. We show due to space limitations only the beginning and the end of the search-space.
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(B2 o)) TR 2 5 (18 2y (7L 5

((18) (28)) ((111) (2 11)))

Next, we define four help functions. The first two are simple ones allowing us to extract the part
number and the data of a partnum-data pair:

Edefun partnun1(Partnun}data) (first partnumdata))
defun data (partnumdata) (second partnumdata))

As the next help function we define the function set p:
(defun setp (list &ey (test # eq) (key # identity)) ...)

set p returns trueifl i st is a set, i.e. does not contain duplicates.
The fourth help function, dat a- gr oup- of - part, is defined as follows:

(defun data-group-of-part (partnumdata-lists group-len partnum ...)

partnumdata-|ists is a list of partnum-data pairs, group-| en indicates the length of
subgroups and par t numis the part number of the current part.

First, dat a- gr oup- of - part collects all partnum-data pairs that belong to the current part to a
list (the current part is given by par t num. Then this list is grouped into sublists. The length of
the sublists is given by gr oup- | en. Finally, dat a- gr oup- of - part returns the data items of the
first sublist.

After this we discuss an example of a splitter rule that forces certain set-classes to appear within
adjacent items inside a part. We define the possible set-classes and their subset-classes as a global
variable:

(def paraneter *subs* (all-subs '(4-16b 4-16a 4-14a 4-8 4-6 4-5b)))

The splitter rule is defined as follows:

(* ?21 (2f
(let E(PCS (data-group-of-part rl 4 (partnum ?1))) ;1

(gnd (setP PCS) (rmenber (SC nanme pcs) *subs*)) ; 2
t))) "splitter rule")

First, we collect the most recent sublist of data items, pcs, using the function dat a- gr oup- of -

part (1).! The group length of this particular rule is 4, i.e. we are interested only in 4-member set-
classes. Finally, we check that pcs does not contain duplicates and that its set-class belongs to
*subs* (2).
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After this we define another rule that guarantees us that the result will be balanced in the sense
that both parts are forced to alternate after a certain number of pitch-classes. For this rule we need
the following help function:

(defun count-adjacent-itens (list &optional (test # identity)) ...)

count - adj acent - i t ens counts the number of adjacent equal items found at the beginning of
I'i st. The equality can be defined by the user by giving an optional t est function.

The rule itself is defined as follows:

(* 21 (2if (Iet ((max-cnt 3))
(if (>= (Ien t rI) (1+ max- cnt))
(<= coun -adj acent-itens rl ;2
# (1 ambda (a b)
(= (partnuma) (partnumb))))

nmax-cnt)
t))) "max 3 adjacent notes in the sane part"))

max- cnt (here max- cnt is 3) indicates the maximum number of adjacent items in a part (1). The
function count - adj acent -i t ens counts the number of adjacent equal items found in rl (2).
The equality is defined as a test function that checks if two adjacent items belong to the same part.

Finally we run the splitter:

Qcar #'(Ianbda (n) (list (list 1 n) (list 2 n))) *pcs*)

( et 2( CS (data group-of -part rl 4 (partnum ?1))))
! (and (setP P?s) (naner (SC-nane pcs) *subs*))
(* ?21 (2f (Iez (gnax cnter jule”)
(if (>= (Ien?t ri) (1+ max-cnt))
(<= (count-adjacent-itens rl
# (lanmpbda (a b)
(= (partnuma) (partnumb))))

((

nt
t))) nax 3 aéjacent notes in the same part"))
:rnd? t)

((20) (11) (22 3)(16)(27)(10)(21) 18 (12 (13) (29
gi (2)5 g% ?Z; g22 g);é( 11) (2272))( 18) (?) (15)) ((2 6)))(%l 7)%(2 8§3(§2 7§)

The result is given as partnum-data pairs. As in section 5.1.5.2 we translate the pitch-classes of the
result to pitches. Figure 5.27 shows the result where the pitches belonging to part 1 are transposed
to C3 and the pitches belonging part 2 to C5:

1. We collect the most recent sublist as we user | .
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Fig.5.27: A two part split.

Our splitter-rule is general in the sense that it can split into an arbitrary number of parts. For in-
stance we can split * pcs* in three parts by defining the search-space with the following expres-
sion:

(rmapcar #' (lanbda (n) (list (list 1 n) (list 2 n) (list 3 n))) *pcs*)

Also we add an extra rule that guarantees that all three parts are always present inside five suc-
cessive pitch-classes:

(* 21
(2 f ]
(Iet_§(3|ze 5)) _
[ = (len r si ze
( (>= (I thrl) L _
n = (count rl :key # partnum:end size
and 1 rl #' d 1
>= (count 2 rl :key # partnum:end size) 1
>= Fount 3 rl :key # partnum:end size) 1

east one instance of each part inside % pcs")

t))) "at
Figure 5.28 shows a result of the three I‘gart split where, after translating the pitch-classes to pit-

ches, part 1 is transposed to C3, part 2 to C4 and part 3 to C5:
4-14a 4-5b 4-3 2-1
A . o \ I —a— _tla_ I . I I:.ﬂ_I o
o i 5 o
e
£
2 By rr— b — =
0] Fo— = o Fo— b
4-F 4-5hb 3-2b
L [N
1= 5= o = - = e—te
4-16b 4-3b =1

Fig.5.28: A three part split.
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5.2

Implementation details and extensions of
PWConstraints

The second section of this chapter covers mostly technical aspects of PWConstraints. First we exa-
mine in detail the implementation of the search-engine. After this we discuss the compilation
scheme of PWConstraints rules. Then we extend PWConstraints by representing partial solutions
as CLOS objects instead of simple data structures such as numbers or lists. Another extension fol-
lows, introducing the heuristic rules, which allow the user to search for "better" results. Next, we
interface PWConstraints with two environments. Firstly, we examine the possibility of using the
PWConstraints rule scheme in SCREAMER. Secondly, the interface between PW and PWCons-
traints is studied by translating PWConstraints problems to ordinary Lisp functions. The final is-
sue discussed in this section relates to efficiency: we implement a forward checking scheme to
PWConstraints.

5.2.1 Implementation of the Search-Engine

We start our discussion by implementing the search-engine part of PWConstraints. To accom-
plish this we define two classes, sear ch- vari abl e and sear ch- engi ne

52.1.1 Search-Variable

The sear ch- vari abl e class definition contains three slots:

(defcl ass search-variable () ) )
((domain :initform() :initarg :domain :accessor domain)
value :initform (% . accessor val ue)
other-values :initform () :accessor other-values)))

donai n is a list defining the possible values of sear ch- var i abl e. For instance, the example in
figure 5.1 has three sear ch- var i abl e objects, each having the domai n (60 62 64).val ueis
the current choice from donai n and ot her - val ues is a list of all other values accepted by the
search.

We define three methods for sear ch- var i abl e. The first method, updat e- val ues, has one ar-
gument, accept ed- val ues:

(def net hod updat e-val ues ((
setf (value self) (first
gsetf ot her-val ues sel f)

sel f search-vari abl e) accept ed-val ues)
accept ed- val ues))
(rest accepted-val ues)))

accept ed-val ues is a list of values accepted by the search. The updat e- val ues method
stores the first item of accept ed- val ues in the val ue slot. The rest of this list is written in the
ot her - val ues slot.

The second method, set-init-state, sets the val ue and the ot her - val ues slots toni | :
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(def et hod set-lnlt state ((self search-variable))
setf Evalue self) ())
gsetf ot her-val ues self) ()))

The third method, set - new f or var d- st at e, updates the current state of sear ch-vari abl e.

(def et hod set-newforward-state ((self search-variable))
(|E (ot her-val ues sel f
ro
gsg Evalue self) (first Eother val ues self)))
t?e ot her-val ues self) (rest (other-values self)))
(progn =
(set-init-state self)
nil)))

If other-values contains values, the first item of other-values is stored in the value slot. The rest of
the list is then written back to the other-values slot and subsequently set-new-forward-state re-
turns t. On the other hand, if other-values is nil, set-new-forward-state calls set-init-state and re-
turns ni | .

5.2.1.2  Search-Engine

The sear ch- engi ne class is defined as follows:

(defcl ass search-engi ne (2 ] ]
((search-variables :initfor f ;initarg :search-variabl es
accessor search-varia _
variabl e-pos :initformo0 accessor vari abl e- pos)
all-sols :initform(). :accessor all-sols)
rul es :|n|tforn1n| rinitarg :rules :accessor rules)
sols-mode :initform:once :initarg :sol s-node :accessor sol s-node)))

The sear ch-vari abl e class definition contains five slots. The most important one is sear ch-
vari abl es. Itisa vector of sear ch-vari abl e objects. var i abl e- pos is an integer indicating
the position of the current search-variable. al | - sol s is a list of all complete solutions found so far.
rul es is a list of compiled PWConstraints rules. sol s- mode indicates whether we want to have
only the first solution (the default case, given by the keyword : once) or all solutions (given by
:al'l).sol s- nbde can also be a positive integer. In this case it gives the number of desired solu-
tions.

Next we list a number of simple help methods of sear ch- engi ne. The first one of these is the
method get - current -vari abl e:

(def et hod get-current-variabl e (Eself
[

earch-eng egg
(svref (search-variables self) (var I

S
abl e- pos self)

get - current-vari abl e returns the current search-variable of sear ch- engi ne.Itis found by
indexing the sear ch- vari abl es vector with var i abl e- pos
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The current search-variable divides the sear ch- var i abl es vector into two parts. The first part
consists of search-variables before the current search-variable. Each of them already contain a va-
lue in the val ue slot. The second part, in turn, consists of the search-variables following the cur-
rent search-variable. Their val ue slots are still undefined or (). Figure 5.29 below gives an
example of a search-engine having eight search-variables. The arrow indicates the current search-
variable (V6). This means that the search-variables prior to V6, i.e. V1, V2, V3, V4 and V5, have
already a value. We are in the process of finding a value for V6. The val ue slots of V7 and V8 are

still undefined.!

!
V1 V2 V3 V4 V5 V6 V7 V8

Fig.5.29: A search-engine with eight search-variables.

The next help method, succeed- case?, returns true if the current search-variable is equal to the
last search-variable of sear ch- engi ne:

(def met hod succeed- case? Efself search-engine)%
(= (vari abl e-pos sel f) ength (search-variables self))))

This method is used to check if the current partial solution is a complete one. Let us assume, for
instance, a search problem with three search-variables V1, V2 and V3. If the partial solution is ( 60
62 64), thenitis also a complete solution because we are pointing to the last search-variable.

The fai | - case? method checks if the vari abl e- pos is equal to - 1. If this is true then the
search must stop.

(defmet hod fail -case? g(self sear ch- engi ne))
(= (variabl e-pos self) -1))

The st ep- f or var ds method increments the var i abl e- pos slot, i.e. we move forward in the
search.

(def et hod steg-formards ;(self sear ch-engi ne))
(incf (variabl e-pos seltT)))

The st ep- backwar ds method, in turn, decrements the var i abl e- pos slot, i.e. we backtrack in
the search.

1. This scheme makes it impossible to use some well-known heuristics for variable selection, like
minimum domain-size. In the latter the search-variables are ordered before search according to do-
main size, i.e. search-variables with small domains are found at the beginning of the search. The
trade-off here is between ease of use (i.e. the pattern-matching rules used by PWConstraints)
against efficiency (search-variable re-ordering).

67 - PatchWork - PWConstraints



(def et hod steB-backmards ((self search-engine))
(decf (variable-pos self)))

The final help method, set - start-posi ti on, writes in the var i abl e- pos slot 0.

(defmet hod set-start-position ((self search-engine))
(setf (variable-pos self) 0))

Next we explain in more detail the two main methods of the sear ch- engi ne class: f or nar d and
backt rack. The f or war d method is called each time we proceed in the search. f or war d calls,
in addition to some simple help methods, two methods of importance, succeed and app! y- r u-
les.

(def met hod succeed ((self search-engine)) ...)

succeed appends the current complete solution to the list of solutions stored in the al | - sol s
slot. succeed also decides whether the search continues or not. It continues if there are not enou-
gh solutions in the al | - sol s slot. If this is the case succeed calls the backt r ack method. Othe-
rwise, succeed returns the contents of al | - sol s.

(def et hod appl y-rul es ((self search-engine) current-search-variable) ...)

The apply-rules method first builds a partial solution. This done by collecting a list of all value
slots of the search-variables prior to the current search-variable. The current search-variable is gi-
ven by the argument current-search-variable. Then apply-rules loops through the domain list of
current-search-variable. At each iteration apply-rules appends the current domain value to the
tail of the partial solution. The resulting list is called the current partial solution.

Next, apply-rules loops through the list of rules found in the rules slot of search-engine. At each
iteration the current rule is called with three arguments: the current partial solution, its reversed
version and the length of the current partial solution.

If all rules succeed then we add the current domain value to a list of accepted values. If, however,
a rule fails, then we immediately drop the current domain value and go to the next one.

After finishing its loops apply-rules sends update-values to the current search-variable. The ac-
cepted-values argument of update-values consists of the list of accepted values.

Finally, apply-rules returns a flag indicating whether or not it found acceptable values for the cur-
rent search-variable.

The forward method itself is defined as follows:
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hod forward g(self sear ch-engi ne))

succeed- case ;o1
cceed sel ;

t ( search variable (get-current-variable self)))

if value search-vari abl e X

pI rules sel f search-vari abl e) )
{step forwards sel f) ; 6

et-|n|t state search-vari abl e) 7

| f
e|f)))))g)

f or war d calls first succeed- case? (1).If succeed- case? returns true it means that the search
has found a complete solution. In this case we call the succeed method (2).

If, however, succeed- case? returns ni | , we ask if the current search-variable still has a val ue
(3). If this is the case we proceed with the search. This is accomplished by calling the methods
st ep-f orwar ds and f or war d (4). This alternative takes place only when f or war d has been cal-
led from the backt r ack method.

If the current search-variable has no value we call appl y- r ul es. appl y-r ul es, in turn, returns
a flag indicating whether or not it found acceptable values from the current search-variable's do-
main (5). If the flag is t r ue, we proceed with the search and go on to the next search-variable (6).
If, however, the flag is ni | , we must backtrack and go to the previous search-variable (7). This is
accomplished by calling the methods set - i ni t - st at e, st ep- backwar ds and backt r ack.

After this we discuss the second main method of sear ch- engi ne. The backt r ack method is
always called when we must go back to a previous search-variable. It is called by f or war d if ap-
pl y-rul es returns ni |, by succeed if there are not enough solutions and by backt r ack itself,
if the current search-variable does not contain a value. In the latter case we have to backtrack still
further.

The backt r ack method is defined as follows:

(def met hod backtrack g(self sear ch- engi ne))
(|ff(fﬁ||-case7 sel ) ; %
ai ;
(let ((search- varlab e ?et current-variable self)))
(if (set-newforward-state search-variabl e) ;3
forward self) ] ;4
progn (set-init-state search-variable) ;5
t - backwar ds_sel f
backt rack self)))))

backt r ack first checks if we have failed the whole search by calling the f ai | - case? method
(1). If this call returns true then backt r ack simply returns the keyword :f ai | (2), meaning that
we stop the search.

If, however, f ai | - case? returns ni |, the search can continue. In this case we send set - new
f or war d- st at e to the current search-variable (3).

If set - new f or war d- st at e returns t r ue, it indicates that the current search-variable has still
a new value in the ot her - val ues slot. We can proceed the search by calling f or war d (4).
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If, on the other hand, set - new- f or war d- st at e returns ni | , we must go back to the previous
search-variable by calling the methods set-i nit-state, step-backwards and backtrack

(5).

As the last method of sear ch- engi ne we define the st art method. It is called to start a search.
It first clears the al | - sol s slot. Then it calls set - start - posi ti on and starts the search by
calling f or war d

(defnmethod start ((self
setf (all-sols self)
set-start-P03|t|on s
forward sel f))

As the final step we define the constructor make- sear ch- engi ne. It is typically called by the
function PMC.!

ch-engi ne))

(defun make- search-engi ne
(search-space rul es &optional (sols-node :once)) ...)

make- sear ch- engi ne creates first an instance of sear ch- engi ne. Then it makes instances of
sear ch-vari abl es and stores them as a vector in the sear ch- vari abl es slot. The sear ch-
space argument, being a list of domains, determines the number of sear ch- var i abl e objects.
The second argument, r ul es, is a list of PWConstraints rules. These are compiled to Lisp func-
tions and stored in the r ul es slot. Finally, the optional argument, sol s- node, is stored in the
sol s- node slot. nake- sear ch- engi ne returns the new sear ch- engi ne instance.

5.2.2 Pattern-Matching Compiler

Next we discuss the compilation of PWConstraints rules. This is done by converting a rule to an
ordinary Lisp function. This is a crucial step, as the rules are typically called by the search-engine
very often. They should therefore be as efficient as possible.

The resulting Lisp function will always have three arguments: the partial solution, | , the partial
solution in reversed order, r | , and the length of the partial solution, | en.

The compilation is done by the function conpi | e- pat t er n- mat chi ng-rul e:

(defun conpile-pattern-matching-rule (rule) ...)

The r ul e argument is a PWConstraints rule containing a pattern-matching part, a Lisp-code part
and a documentation string (figure 5.8). conpi | e- pat t er n- mat chi ng- r ul e returns a Lisp ex-
pression which is then compiled to a Lisp function.

The translation is done as follows. First, we check if we can call the Lisp-code part of a rule. This
can occur only if we can bind the variables and index-variables of the pattern-matching part. If
this is the case we perform the actual binding. Finally, we call the Lisp-code part of the rule.

1. PMCwas defined and its arguments explained in section 5.1.4.
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Next we examine how the position of the wild card affects the compilation of a rule. Let us start
with a concrete example where the wild card is at the beginning of the pattern-matching part:

(* ?21 ?22 (?if (/=71 7?2)) "No two equal adjacent notes")

To compile this rule we first examine the pattern-matching part. The expression (* 2?1 ?2
<Li sp- code>) implies that we always access the last two values of a partial solution.

In order to translate this rule we first check if the length of a partial solution, | en, is less than two.
In this case we do not call the Lisp-code part, because the variables ?1 and ?2 cannot be bound.
The Lisp function simply returnst .

Otherwise, i.e. when the length of a partial solution is equal or greater than two, we bind ?1 and
?2. The easiest way to do this is to take the reversed partial solutionr | as our starting point. Next
we bind ?2 to the first item and ?1 to the second item of r| . We use r| because ?1 and ?2 are
always found at the tail of a partial solution. For instance, suppose thatrl is(5 4 3 2 1). In
this case we bind ?2 to 5 and ?1 to 4.

When both ?1 and ?2 are bound, we call the Lisp part of our example. The expression (/= ?1
?2) simply checks if ?1 and ?2 are not equal.

We are now ready to compile the example rule:

? (conplle gattern natchlng-rule _
2 (?if (/=71 7?2)) "No two equal adjacent notes")) =>

(defun #:93666 (1 rl |en)
"No two equal adjacent’ notes"
(|{ (< len 2

(|eE/g(g% SS%?)} r1)) (22 (nth 0 rl)))

AWNPF

The name of the function "#: g3666" is produced by calling the Lisp function gensymthat returns
a unique symbol. This guarantees that we will not have name conflicts while compiling our rules.

In the code produced by the function conpi | e- patt er n- mat chi ng-r ul e we first check the
length of | (1). It should be at least two, otherwise we return t (2). If, however, it is two or more,
we first bind both ?1 and ?2 (3). Finally we call the Lisp-code part (4).

In the next example, let us change the pattern-matching part of the rule by placing the wild card
at the end:

? (conplle pattgr? n?tchlng rule
? "First two notes shou?d not be equal")) =>

defun 3667 (I rl len
( : g (

First two notes shoulé not be equal’
(|f (< len 2)

(Iet ”91 Snth |))) (7?2 (nth 11)))
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In this example we ask for the first two values of a partial solution. This is why we use | and not
rl to access values for ?1 and ?2.

Finally, let us put the wild card in the middle:

? (co |Ie attern-matchin r
(conp! (?1 p ?2 (2if (/= g

(defun #:93668 (I rl len)
"First note i S uni que'
(if (<len 2

) "First note is unique")) =>

(|(/_ (71, &nth 0 1)) (?2 (nth 0 rl)))

In the general case conpi | e-pattern-matchi ng-rul e extracts variables before a wild card
from | and after a wild card fromr| .

The next example contains anonymous- vari abl es:

? (conplle gattern natchlng ul e
2 22 (7?if (/— 71 ?2))
hb duplicates at a distance of four notes")) =>

fun # 93671 (I rl len)

No dupli cates at a distance of four notes"
( f (< Ien 4)

( (5(71 (nt?)))rl)) (?2 (nth 0rl)))

We access always the last four values from r| (all variables are behind the wild card). Then we
bind ?1 to the fourth item and ?2 to the first item of r | . In this case we are not interested of the
second and third items.

As the last example let us take a rule using index- variables:

? (conplle pat t er n- mat chi ng-r
i4 (2f (/=12
"Second and fourth

(defun #: 93678 (I rl len)
'Second and fourth note shoul d not be equal”
(if (not (=1len 4

t
(|?; ((IZISlnth 1 1)) (i4 (nth 31)))

ul e
4)) . _
note should not be equal")) =>

Here we call the Lisp-code part only if the length of | is four. If the length is less than four, then
i 2and i 4 cannot be bound. If, however, the length is greater than four, there is no point of calling
the Lisp-code part. This is because the values at indexes i 2 and i 4 have not changed. !
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5.2.3 Objects in a Partial Solution

Until now the partial solution consisted only of simple data structures like numbers or lists. In
complex cases this scheme leads to problems because we are not able to easily access other rele-
vant information during the search. In the musical domain we are typically interested of the
rhythmic, voice-leading, harmonic, etc. aspects of each search-variable.

One way to solve this problem is to define the partial solution as a list of search-variable objects
instead of numbers or lists. Each search-variable object has a value accepted by the rules. It can
also potentially contain arbitrary information about its surroundings.

In order to accomplish this modification we first redefine the class definition of search-variable so
that we can both write to and read from search-variable objects. Instead of changing the class de-
finition directly let us define a general class called key- i t em This class can be later inherited by
any other class.

(defcl ass key-item

((prop-list :i |t§%rn1(gensyn) ;accessor prop-list)))

The key- i t emclass has one slot, prop- | i st, that contains a symbol generated by the function
gensym! Next we define two methods, one for writing and one for reading:

def net hod write-ke sel f key-ite key data
( (setf (get (prop-Yigg sel f) Key) g%ta)y )

def net hod r ead- ke self key-ite ke
( (get (prop-list gef#) key))y m 2

Let us make an instance of key-i t em

(def paraneter k-item (make-instance 'key-iten))
We store information into k- i t emby using the wr i t e- key method:
(wite-key k-item:foo '(1 2 3))

Then we access the information with r ead- key:
? (read-key k-item:foo) => (1 2 3)

1. Our compilation scheme is somewhat inefficient as the actual test function of the index-varia-
ble rule is called only at the last index-variable of the pattern-matching part. A better compilation
scheme would link these search-variables directly to the index-rules. The search-variables would
know which index-variable rules to call. In this case the index-variable rules would be called only
when necessary.

1. Inside the class definition of key- i t emwe use a property list. Another possibility is to use
hash-tables, but property lists seem more efficient for storing only a small amount of data.
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The next stepis to change the first line of the class definition of search-
vari abl e:

(defcl ass search-variable (key-item ...)

Because key- i t emis useful, let us also change the class definition of sear ch- engi ne:

(defcl ass search-engi ne (key-item ...)

In order to support the key- i t emfeature let us define a subclass of sear ch- engi ne and redefi-
ne the appl y- r ul es method for it:

(defcl ass obj ect-search-engi ne (search-engine) ...)

(def met hod appl y-rul es ) )
((self object-search-engine) current-search-variable) ...)

The appl y- r ul es method does not collect the partial solution as a list of values as before. Ins-
tead, it collects all search-variable objects prior to cur r ent - sear ch- vari abl e. Then it appends
current - sear ch-vari abl e to the tail of this list. While looping through the domain of cur -
rent - sear ch-vari abl e, we write the current domain value into the val ue slot of curr ent -
sear ch-vari abl e. This enables the rules to access the correct value of cur r ent - sear ch- va-
riabl e.

Whenever the partial solution consists of search-variable objects, we must translate the rules dis-
cussed in section 5.1 in the following way. Inside the Lisp-code part we replace each variable and
index-variable name with the expression (v <sear ch-vari abl e>) . v (for value) is a macro that
returns the contents of the val ue slot:

(defmacro v (search-variable) “(value ,search-variable))
Let us, for instance, translate the follow ng rule:

(* ?21 22 (2if (/=71 ?2))
"No two equal adjacent notes")

We simply exchange ?1 with (v ?1) and ?2 with (v ?2). In this rule both ?1 and ?2 are
search-variable objects:

* 21 22 (?if (/= (v.?1) (v ?2
( "No t&o eq&al gdjacéng noté%z)

524 Heuristic Rules

In section 5.2.1.2 above we explained how the search-engine, after calling the rules, collects all ac-
cepted values in a list. Because the first items of the accepted values list are always tried out first,
the order of the list affects the end result. The control of this order would allow us to preference
certain results. The final result would not only be correct, but it would also be a "better" one.

We add this feature by implementing a new type of PWConstraints rule, called heuristic rule. A
heuristic rule is exactly like the standard one, except the Lisp-code part returns always a number,
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called heuristic value, instead of a truth value. The numbers obtained from the heuristic rules are
in turn used to sort the accepted values list. The sort is accomplished so that the accepted values
having the largest heuristic value are found at the beginning of the list.

In order to support the heuristic rules, we must redefine the PMC function. We add a new keyword
argument, heuri sti c-rul es, to the argument list. It gives a list of heuristic rules to the search-
engine:

(defun PMC (search-space rul es
&key (heuristic-rules ()) (sols-node :once) (rnd? nil)) ...)

Let us examine two examples to demonstrate the effect of heuristic rules to an end result. The first
example consists of three simple standard PWConstraints rules and of one heuristic rule:!

(PMC (make-list 24 :initial-elenment
60 61 62 63 64 65 66 67 68 69 70 71 72 73 .74 75 76 77 78))
(21?22 (?if (menber (abs (- ?2 ?1)) (1 2 10 11)))
“al [ owed interval s"
(* ?1 ?2 ?23 ?24 ?5 (?if (setp (Ilst ?1 ?2 ?3 ?4 7?5)
key # (lanbda (n) (hod n 12))))
Bc dugllcates i nsi de f|ve not es
(* °1 ? (/= (-.?227?1) (; 237?2) (- 7?4 ?3)))
“three unlque adjacent i nterval s"
theuristic-rules ' ((* 21 22 (?if (abs (- ?2 ?1)))
“prefer large intervals”

rnd? t) =>

(68 78 67 65 76 75 73 62 72 70 71 61 63 74 64 66 77 67 69 70 60 71 73 62)

The first standard rule, " al | owed i nterval s", controls the adjacent note intervals. We allow
only "small" intervals, 1 and 2, or "large" ones, 10 and 11. The second rule, "no pc dupl i cat es
i nside five notes", checks that we have no pitch-class duplicates within a sequence of five
notes. The third rule, "t hr ee uni que adj acent i nterval s", checks that we have no interval
duplicates within a group of four adjacent notes. The heuristic rule "prefer large inter-
val s", given by the keyword : heuri sti c-rul es, simply returns the interval of two adjacent
notes. In other words we prefer large intervals. The result of this search problem contains 13 large
intervals.

In the second example we will prefer small intervals. This is achieved simply by reversing the sign
of the interval of the heuristic rule:

(* 21 ?2 (?if (- (abs (- ?2 ?1)))) "prefer snall intervals")

Now the result contains only 6 large intervals:

1. The result is shown immediately after the PMC expression.
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(74 73 75 76 66 68 67 65 75 76 78 68 67 65 75 74 76 66 65 63 73 74 72 71)

5.25 SCREAMER Interface

In this section we discuss briefly an interface from PWConstraints to SCREAMER. SCREAMER is
an extension of Common Lisp that adds support for constraint programming. SCREAMER could
in some cases replace the search-engine part of PWConstraints. This opens up a range of future
possibilities because SCREAMER offers an elegant and rich Prolog-like environment inside Com-
mon Lisp. We will not give here an 1y detailed description of SCREAMER, but present only the ne-
cessary Lisp code with comments.

The interface is defined by two Lisp functions r un- screanmer and run- screaner-rul es.

(de run screaner (s-space rules &ey (rnd? nil))
(le (( unction ;1
(mapcar #'(Ianbda (ruIeL
conpi | e-pattern-matc II’;? rule rule)) rules)))
(Xpen {nd (setqg s-space (nmapcar pw. : pernut-rando S-S
(let (coIIectlon)
(dotinmes (i g:ength -space)) #-ntl (declare ﬁlgnore i))
pus a- nenber of (‘pop s- spac 2) collectio R ;
mhen not (run-screaner-rules functions collection)) ; 4

pace))) ; 2

(reverse collgctlon )))

run-screamner hasthree arguments. s-space isthesearch-space, rul es isalist of PWCons-
traints rules and r nd? indicates whether or not the search-space will be randomly reordered.

run-screaner first compiles all rules to Lisp functions (1). Then it orders the search-space if ne-
cessary (2). Inside the dot i mes loop we call the non deterministic SCREAMER function a- mem
ber - of (3). After this, inside when, we call the help function r un- scr eaner - r ul es (4).

(defun run-screaner-rul es ffun ctions collection)
(let (E?P {% gr?verse col [ ection)) ;
n
(while (and fl (setq fn (P 9 funct 33 ;2
f|§§etqfl (funcall fn co colle )

run-screaner - rul es, in turn, has two arguments: f uncti ons and col | ecti on. functi ons
is a list of compiled rules. col | ect i on is a list of partial solutions in reversed order. We first re-
verse col | ecti on to get the partial solution in the "right" order (1). Then we loop through all the
rules (2). Finally, r un- scr eaner - rul es returns a flag indicating whether we succeeded or not

(3).
We give here the SCREAMER version of the example discussed in section 5.1.5.1:

(screaner: print-val ues
(run-screamner

1. We will discuss only the non-deterministic part of SCREAMER. For more details see Siskind
and McAllester (1993).
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(make-note-ranges 0 ' (5 6) 12)
"((* ?1 (?if (not (nemnber (nnd ?1 12) (re st rl)

(* 21 22 (201 (menber {<C%2"2h) AMPEE( Y, (od 1 12))))))
:rnd? t))

screaner: print-val ues is a SCREAMER function that returns all solutions to our problem.

526 PW Interface

One obvious way to interface PWConstraints to PW is to translate PWConstraints expressions to
ordinary Lisp functions. For instance, let us take as the starting point the "constraining chords"
example discussed in section 5.1.5.1:

(PMC (nake note ranges 24 '(5 6) 12)
((* ?212 (?if (not (menber (nDd ?1 12) (rest rl)
key # (lanbda (n) (mod n 12)))))

(* 71 9B|(7|f (mrenber (— 72e713 "(56))) "Interval rule"))
:sol s-node :all)

This expression is then translated to the Lisp function i nt - chor ds, which has three arguments:
start (the MIDI-value for the first note), i nts (the list of allowed adjacent note intervals) and
card (the number of notes of the chords):

(defun int-chords (start ints card)

(PNC (nake note ranges ,start ',ints ,card)
((* 21 (2f (not (member (nnd ?1 2) (rest rl)
key #(Immda(m (mod n 12)))))
| ass dupllcate
§ r (- ?27?1) ',ints)) "Interval rule"))

)

it c
(* 91 78 (?l
:sol s-node :all)

The translation is done simply by replacing the number 24 with st ar t, all occurrences of (5 6)
with i nt's and the number 12 with car d.

Now we are ready to call i nt - chor ds like any other Lisp function:
? (int-chords 24 &5 6) 12)

(2 4 30 35 41 46 52 57 63 68 74 79 853
24 29 34 40 45 51 56 62 67 73 78 83
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24 29 34 39 44 50 55 61 66 71 76 81
224 29 34 39 44 49 54 59 64 69 74 793)

(5.6) 8 =

3 46 52 57 63) (24 30 35 41 46 52 57 62
24 30 35 41 46 51 56 62) (24 30 35 41 46 51 56 61
24 30 35 41 46 51 57 62) (24 30 35 40 45 51 56 62
24 30 35 40 45 51 56 61) (24 30 35 40 45 50 55 61
24 30 35 40 45 50 56 61) (24 30 35 40 46 51 56 62
24 30 35 40 46 51 56 61) (24 30 35 40 46 51 57 62
24 29 35 40 45 51 56 62) (24 29 35 40 45 51 56 61
24 29 35 40 45 50 55 61) (24 29 35 40 45 50 56 61
24 29 35 40 46 51 56 62) (24 29 35 40 46 51 56 61
24 29 35 40 46 51 57 62) (24 29 34 40 45 51 56 62
24 29 34 40 45 51 56 61) (24 29 34 40 45 50 55 61
24 29 34 40 45 50 56 61) (24 29 34 39 45 50 55 61
24 29 34 39 45 50 56 61) (24 29 34 39 44 50 55 61
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The problem with this scheme is that we have hardwired the rules inside the Lisp function. If the
user wants to change them she/he has to redefine the function. One solution to this problem is to
use a standard PW box, t ext - wi n, that allows the communication with a Lisp text editor win-
dow. Figure 5.30 below gives a patch containing the interval chords example. The t ext - wi n box
communicates with a text editor (see arrow r ul es). If we call pat ch- val ue to the t ext -wi n
box, it returns simply all the rules inside the "rul es. | i sp" window as a list. This scheme allows
the user to edit rules dynamically. Rules can also be saved, loaded, etc.

S I=———————— ‘rules.lisp {HD:} EEE'

ok 1 02 (not (member (mod P11 122 (rest plx ckey #(lambda Cnd imod ko 1230200
"Mo pitch class duplicates":

k7172 C7if (member - 72 712 'S5 6202 “Interval rulet) |

CL-USER|

Interval harmaonies

il 5 62 £— make-note-ranges
1z rules

[= —— |text-win A
s—spad(rules =

<2 <2
conce |pil

BT ]
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|— chor‘dg 100
+— chord-seguence-adi tor
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chor‘dgg_\q o ERA |—
chordseq

| QJE
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Fig.5.30: The "constraining chords" example in PW.

78 - PatchWork - PWConstraints



The PMC box performs the actual search (arrow PMVO).! The first input is connected to the nmake-
not e- r anges box, that calculates the search-space (arrow make- not e-r anges) . The second
input, rul es, is given by the t ext - wi n box. The output of the PMC box is connected to the
chor d- sequence-edi tor box (arrow chord-sequence-editor). The lowest window
"chor dseq" shows the final result.

5.2.7 Efficiency Issues - Forward Checking

5.2.7.1  Graph Representation of a CSP

Until now we have solved all PWConstraints problems using pure (called also chronological or
naive) backtrack search. In this section we will discuss why pure backtrack search is sometimes
inefficient. We show also how to correct these problems by making our search-engine more intel-
ligent.

One of the central issues in CSP research has been improving the efficiency of pure backtrack
search. Most papers assume that a CSP is defined as a directed graph in which the search-variables

are represented by rnodes.? The unary constraints, i.e. one node constraints, are represented b
loops on the nodes. Binary constraints, or two node constraints, are represented by directed arcs.

We start our discussion by showing a small CSP example in graph representation:

ANV
O®HE® ®E
. )

&0 Cz G0
£z 6a

G4

Fig.5.31: A CSP as a graph.

Figure 5.31 gives a CSP with six search-variables with both unary and binary constraints. The
search-variables (or nodes) are shown as circles with labels V1, V2, etc. The constraints, in turn,
are given as labelled arcs (C1, C2, C3). Below the respective nodes we show also the domains of
V1, (60 62 64), and V6, (60 68).

Let us define a unary constraint, C1, for the second search-variable, V2, using our syntax:

1. Note that the boxes PMCand make- not e-r anges are exact graphical equivalents of the Lisp
functions defined in section 5.1.

2. A general discussion of graph theory can be found in Luger and Stubblefield (1993:78).
3. A more detailed discussion can be found in Mackworth (1977:101).
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(i2 (?if (/=12 60)) "The second note should not be 60")

The binary constraint, C2, between search-variables V1 and V6 is defined as follows:

(il (- i16i1) 6))

Betmeen the first note and the sixth note should be

1i6 (?2if (=
"The interval
a tritone")
As a final example we define a rule that adds a constraint between each adjacent pair of search-

variables:!
(* ?21 ?22 (?if (/=71 ?2)) "No adjacent duplicates")

As can be seen in figure 5.31, the arcs add knowledge of how a given choice in one search-variable
affects other search-variables. For instance, V1 has a constraint with both V2 and V6. If we assign
a value for V1, we know that this choice will affect the future choices of V2 and V6. The arcs help
us to detect incoherent choices much earlier than is the case with pure backtrack search.

The CSP optimisation techniques discussed in this section are called collectively consistency infer-
ence techniques. They involve establishing or restoring some form of arc consistency.? For instance,
let us assume that the domain of V1is (60 62 64) and that of V6 (60 68) (see figure 5.31 abo-
ve). We say that the arc C2 is inconsistent as the source domain, V1, contains values that are not sup-

porting the constraint C2.3 Values 60 and 64 of V1 should be eliminated to make C2 consistent.

As another example let us examine a situation where C2 cannot be made consistent: the domain
of V1is (60 61) and thatof V6 (60 68). In this case, assuming that we use only pure backtrack
search, we would start at V1, proceed to V2, etc. until we reach V6. We find no solution for the
constraint C2. This means that we backtrack to V5, select a new value, try V6 again, etc. All the
backtracking is done without realising the actual cause for our failure: V1 has no values that can
support C2. Using consistency inference techniques would tell us either very early in the search,
or even before the search, that there are no solutions for the problem.

In order to implement consistency inference tools for PWConstraints we will next discuss the fol-

lowing questions: Which consistency inference technique(s) should we choose?* How to handle
constraints whose arity is greater than two?> How to translate a PWConstraints problem to a gra-

ph?

1. Although this rule produces five arcs, we label them collectively C3 because they were produ-
ced by a single rule.

2. Sabin and Freuder (1994).
3. 2 states that the interval between V1 and V6 should be 6.

4. Actually this is a very difficult question and it has been discussed in several papers. Probably
it is hard to judge pruning techniques because CSP problems behave very differently depending
on the search-space, constraints, etc. The results depend very much on the actual CSPs that are
used in the tests.

5. The arity of a constraint gives the number of search-variables addressed by the constraint.
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5.2.7.2 Choice of Consistency Inference Techniques

Consistency inference techniques can be divided in two main groups depending whether they are
applied before search (preprocessing techniques) or during search.!

For instance the classical preprocessing technique, AC-3, described in Mackworth (1977), aims at

pruning all values from a CSP graph that are not arc consistent before search.? AC-3 and its fol-
lowers have been criticised because the added computational cost caused by the additional pre-

processing effort may outweigh subsequent savings.® Also, it is not very useful in our case
because we cannot restrict ourselves to unary and binary constraints. Preprocessing constraints

for arities greater than two seems often to be very inefficient.*

A more convenient choice for us is a technique used during search called forward checking.
Forward checking is considered to be one of the most successful pruning techniques during
search.’ It is a good choice because it is efficient and it can be implemented quite easily in PW-
Constraints.® With it we prune inconsistent values after making search choices.

To demonstrate how forward checking works we assume a simplified version of the CSP given in
figure 5.31 above.

O®®®®®
. /"

B0 cz B0

=} =)
G4

Fig.5.32: A simplified CSP graph.

Figure 5.32 gives a graph consisting of six search-variables and of a single constraint, C2, between
V1 and v6.” The domain of V1 is (60 62 64) and that of V6 (60 68). We make search choices
for V1 as in pure backtrack search and accept each value of V1's domain. Before we proceed to
V2, we run the forward checking algorithm that loops through the list of accepted values of V1,
(60 62 64).

Sabin and Freuder (1994).

AC-3 has been developed and improved later by several writers.
Sabin and Freuder (1994).

We will soon come back to the arity problem.

Sabin and Freuder (1994).

6. This is true specially for index-rules and for some wild card rules. For some other cases the
addition of forward checking is more problematic. We will discuss these problems in section
5.2.7.4 in more detail.

7. As before C2 states that the interval between V1 and V6 should be 6.

M NSS
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We start with 60 and check if we find at least one value in the domain of V6 that supports 60. It
turns out that none of the domain values of V6 are able to do this. We can safely disregard 60 from
the list of accepted values because it will never be able to satisfy the constraint C2. Next we pick
62 and check if it is supported by the domain of V6. In this case we find that there is one value,
68, that supports 62 (62 subtracted from 68 gives 6). This means that we keep 62 in the list of ac-
cepted values. Next we check if we find support for 64. It can also be disregarded because there
is no support in the domain of V6. After this we order the list of accepted values with the help of
the heuristic rules.! Once the accepted list is ordered we choose the first one as the current value,
which is in our case 62. Next we eliminate all values in the domain V6 that are not consistent with
62. After this operation the domain of V6 is ( 68) .

Now the forward checking algorithm is finished and the list of accepted values of V1 has been
reduced from (60 62 64) to (62). Also, after choosing 62 as the current value of V1, the
domain of V6 has reduced to ( 68) . This is a considerable improvement compared to pure back-
track search.

If we assume a case where the domain of V6 is (60 61), we would reduce the list of accepted
values of V1 from (60 62 64) to (). This is because none of the accepted values can be support-
ed by the domain of V6. This means that the search would stop here. In pure backtrack search we
end up with a lot of unnecessary backtracking before we find out that there are no solutions for
our problem.

5.2.7.3  N-arity Constraints and Forward Checking

A large number of CSP papers assume that the search-problems use only unary and binary con-
straints. This is a serious limitation because we often need rules that deal with an arbitrary num-
ber of search-variables. We have to find a scheme that allows us to combine efficiently N-arity
constraints with the forward checking algorithm. The central question in this context is when the
forward checking algorithm should be called.

@@@.@.
S

@@@
S~

e%\,

ORO),
7

SN

Fig.5.33: Two constraints with arities 3 and 4.

1. This ordering takes place only if the user has given heuristic rules. See for more details section
5.2.4.
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In PWConstraints the forward checking algorithm is called at a search-variable situated just be-
fore the last one in a N-arity constraint. Figure 5.33 shows two CSPs each having six search-vari-
ables. The upper CSP has a 3-arity constraint and the lower one has a 4-arity constraint. In both
cases we call the forward checking algorithm at V4, that is just before V6 (see the arrows pointing
at V4). For instance, in the 3-arity case a value is already chosen for both V1 and V4. The forward
checking algorithm checks if there is support in the domain of V6 for this particular combination
of values.

We could also consider an alternative scheme where the forward checking algorithm is called ear-
lier. For instance, let us assume that this takes place at V1 in the upper CSP of figure 5.33. In this
case we would have to check a choice made in V1 with all possible combinations of the domains
of V4 and V6. This would result in a new search problem inside the forward checking algorithm.
This is probably not a good strategy because it would in all likelihood slow down the forward
checking algorithm considerably.

5.2.7.4 Rule Translator

We saw already in section 5.2.7.1 that some PWConstraints rules can be translated to arcs by exa-
mining the pattern-matching part. Let us look in a more systematic way how to implement a rule
translator and what are its limitations. We start with rules that can be translated automatically.

An index variable rule can always be translated easily to a CSP graph. For instance, in figure 5.34
we translate the indexrule (i 1 i4 i 6 <Li sp-code>) as follows:

(i1idi6 <Lisp-codes) =» @ @ @ @
7

Fig.5.34: Translation of the index variable rule (i 1 i 4 i6 <Li sp-code>).

A more complex situation occurs if we have a wild card in the pattern-matching part (figure 5.35):

(* 71 72 <Lisp-codex}) = @ @ @ @
N A AN NS

Fig.5.35: Translation of the wild card rule (* ?1 ?2 <Li sp-code>).

The pattern-matching part of this rule indicates that we should constrain every adjacent search-
variable pair.

Figure 5.36 below gives another wild card rule where we constrain the first search-variable with
all other search-variables.
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Fig.5.36: Translation of the wild card rule (?1 * ?2 <Li sp-code>).

The situation is more problematic if we use the special variables | and rl inside the Lisp-code
part. For instance, let us consider the rule that disallows duplicates:

(* ?21 (?if (not (menber ?1 (rest rl))) "no duplicates")

In this case we cannot infer the arcs automatically from the pattern-matching part, but have to
treat these rules as special cases. For instance, this particular rule should be translated so that the
graph is fully connected, i.e. each search-variable has a binary constraint with all other search-va-
riables.!

Still more problematic are cases where a rule is not able to know in advance to which and to how
many search-variables a given search-variable should be connected. This situation occurs during

search when we constrain search-variables dynamically depending on the partial solution.?

To summarise, there are three main cases when translating rules: (1) automatic translation (we in-

fer the arcs from the pattern-matching par’c);3 (2) manual translation; (3) rules that cannot be trans-
lated to arcs in advance.

Next, we redefine the PMC function so that it supports forward checking. This is done by adding
one optional argument, f wc- r ul es (for forward checking rules), to the argument list:

(defun PMC (search-space rul es )
&key (heuristic-rules ()) (fwec-rules ()) (sols-nobde :once) (rnd? nil))

fwe-rul es is given as an optional argument, i.e. by default PMCuses pure backtrack search.* This
choice was made because we have the experience that pure backtrack search is quite often surpri-
singly efficient.” This optional argument allows the user to fine-tune the problem at hand by in-
crementally adding forward checking rules. Because forward checking does not affect the end

1. V1is connected with V2, V3, V4, \/5 and V6. V2 is connected with V3, V4, V5, and V6, etc. This
graph is already so densely connected that we make no attempt to draw it.

2. We will give examples of rules of this type in section 5.4.

3. Automatic translation is only possible for index variable rules and for wild card rules that do
not use the special variables 1 and rl in the Lisp-part of the rule.

4. Ttis important to note that the fwc-rules argument can only consist of PWConstraints rules that
can be automatically translated.
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result, the user can add only those rules which are the most crucial ones for the optimisation of
the search.

To conclude this section, let us demonstrate the effect of adding forward checking to pure back-
track search. We do this with the help of two musical examples. In the first one these we use only

pure backtrack search. The task is to calculate all 3856 instances of the all-interval series. An all-
interval series is a twelve-tone row that does not contain interval duplicates. The intervals are cal-

culated as the modulo 12 difference between two adjacent pitch-classes in the row.? The search is

carried out using the following expression:>
(PI\/C'(l(O) (123457891011 5123457891011)
23457891011 (12 578910 11) (12345789 10 11)
1234578910 11) 1234578910118 (12345789 10 11)
(1,23457891011) (123457891 11)(61) _
"((* ?1 (1’)|f (not (menber ?1 Erest rl)))) "no pitch-class duplicates")
(* ?21 ?2 (?if (unique-int? (mod (- 7?2 ?15J 12% (rest rlsJ
:Key #' (lanmbda (n) (nod n 12))))
"no (nodul g 12) interval duplicates"))

The second example is a modification of the first one: we change the search-space and add two
index variable rules. The search-space is now defined so that the tenth and eleventh domains are
(1 7 11) and (5) . The two index variable rules accept only certain set-classes at the given in-
dexes (see the index-rules "i ndexes 1, 5 and 10 -> 3-5b"and"i ndexes 2 and 10 ->
2-5"). We add forward checking by giving the two index variable rules also as forward checking
rules (see the argument for the keyword : f we-r ul es):

5. Actually almost all PWConstraints examples discussed until now have been solved with pure
backtrack search. The only exception is the "chains" example (section 5.1.5.2). There we noticed a
considerable improvement when using forward checking.

1. An alternative way of producing all-interval rows is found in Morris and Starr (1974).

2. Morris and Starr (1974:364).

3. The search-space list of our example starts with (0), because we are not interested in the diffe-
rent transpositions of the resulting rows. The last item of the search-space list is fixed at (6), as it

is known that the modulo 12 difference between the first and the last item of an all-interval series
is always 6. Morris and Starr (1974:365).

4. The function uni que- i nt ? used in the second rule "no (modulo 12) interval duplicates"
checks that there are no modulo 12 interval duplicates in the partial solution.
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(PMC'"((0) (12347891011) (12347891011) (1234780910 11£
12347891011) (1 2347891011) (1234789 10 11)
12347891011) (123478910 11) (17 11) (5 (6))

"((* ?21 (2if (not (nenber ?1 (rest rléé)% 'no_pitch-class dups")
* 21 ?2 ;?If (unique-int? (nmod (- 7 .1)_12? (rest rl)
ckey # (lambda (n) (mod n 12))?) "no interval du s'%
(i1 i51210 (?if (menber (sc-nane (list ili5 i10)) '?3- b)))
__"indexes 1,5 and 10 -> 3-5b") .
(i2110 (2 f gnenber (sc-nane (list i21i10)) '(2-5)))
"i ndexes and 10 -> 2-5"))
:fwe-rul es

"((i1 15110 (?2if _(menber (sc-nane (list i1 i5i10)) '(3-5b)))
- "indexes 1, 5 and 10 -> 3-5b" o
(121210 (?if (menber (sc-name (list i2i110)) '(2-5)))
"i ndexes and 10 -> 2-5"))
:sol s-node :all) =>

((08111072493156) (0211101849375 6))

The addition of forward checking rules results in a search that is almost 10 times faster than a

pure backtrack search. This improvement is understandable if we look at the graph representa-
tion of our problem (figure 5.37):

~ S
OEEOOOEEO® O
) i

Fig.5.37: Arcs for the index variable rules.

As the domain of V10 is quite sparse, containing only the values (1 7 11), the forward checking

algorithm can reduce the search-space heavily already at the stage when possible values are se-
lected at V2 and V5.

5.3 First Case Study: Counterpoint Rules

In the first PWConstraints case study we study the problem of translating counterpoint rules to
our rule formalism. We start by extending the simple queue structure used by the search-engine
to a full-scale score representation scheme. After this we show how the PWConstraints rule for-
malism can be used to write "typical" counterpoint rules found in counterpoint textbooks. Finally
we examine how the score representation scheme affects the definition of the search-space and
the interface between PWConstraints and PW.

Our main focus in this section is to develop tools that permit polyphonic search problems. Therefore
it is not our purpose to simulate some specific historical style or to produce musical examples.
There are several reasons for avoiding these topics.
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Firstly, it is clear that the task of listing and formalising the most crucial rules constituting a given
musical style is far from trivial. Typically, counterpoint textbooks give a large number of rules,
but these are not always clearly formalised. A specific problem in translating textbook rules to a
formal system like ours, is to control and detect conflict situations, i.e. situations where two or
more rules conflict. We should also have a way to distinguish between important and unimpor-
tant rules, to handle exceptional cases, etc. Secondly, producing an extensive musical example in
a given style would require a thorough discussion of the "compositional choices" to be made for
the particular example in question. We would have to discuss aspects like large scale formal seg-
mentation, choice of cadences, imitation techniques, etc. Thirdly, although this section does not
include musical end results, later in section 5.4, we will use the tools developed here to produce
a large-scale musical example. The rules to be discussed there rely largely on the ideas presented
in this section.

5.3.1 PWConstraints Compared to CHORAL

Perhaps the most ambitious and closest predecessor to our presentation is the CHORAL project
by Ebcioglu (1992:295-332). It is an expert system for harmonising chorales in the style of ].S. Bach.
It is based on a logic programming language called BSL (Backtracking Specification Language).
CHORAL has some features similar to PWConstraints. Like PWConstraints, it contains a back-
track search-engine. A set of absolute rules filter unwanted candidates from a partial solution. It
includes also heuristic rules that affect the ordering of the accepted candidates.

Besides obvious similarities, there are some major differences between CHORAL and PWCon-
straints. For example, in CHORAL the rules are written in a remotely Lisp-like syntax resembling
first-order predicate calculus. In PWConstraints, in turn, the rules are always defined by the pat-
tern-matching part and the Lisp-code part. The latter part is written in standard Common Lisp.
CHORAL supports the idea of having multiple viewpoints by providing different predefined
views like chord skeleton view, melodic string view, time-slice view, etc. These views work in a rhyth-
mically relatively simple style like chorales. In PWConstraints, however, the score representation
scheme allows the search problem to handle scores that can be rhythmically arbitrarily complex.
Finally, when CHORAL generates Bach chorales it uses about 350 rules. This is in contrast with
PWConstraints examples. These contain typically around 5 to 10 rules (the largest examples in-

clude about 20 rules).!

5.3.2 Score Representation

Until now we have assumed that the basic data structure used by the search-engine is a vector of
search-variables. This simple queue structure has many favourable features. It is ideal when de-
signing a search-engine. The implementation of the basic operations, like moving forwards and
backwards in a search-space, is straightforward. Also, this structure affects the way a search prob-

1. Understanding how an enormous set of 350 rules affects the end result seems to be an impos-
sible task for an average user. One can of course claim that one needs many rules to get interesting
results. On the other hand there is also a limit to how complex a system can grow before the user
looses control over the system. Probably adding more and more rules does not automatically gua-
rantee that one gets better results.
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lem is formulated. The definition of a search-space is easy, as it clearly reflects the underlining
structure used by the search-engine. The pattern-matching part of a rule, depending on the order
in which search-variables are processed, helps us to formulate rules in an efficient and clear way.

The main problem with the current scheme however is that it does not allow polyphonic search
problems. In a polyphonic search problem, like in a traditional polyphonic score, we should be
able to operate with several layers (parts, voices) of events (notes). Each event, in turn, has its own
onset and offset time.

In the following discussion we will combine the tools already defined earlier in this chapter (sec-
tions 5.1 and 5.2) with extensions that allow polyphonic search problems.

We start by assuming that the user gives the rhythmic structure of the search problem in advance.
This is achieved by first preparing a score in a standard PW RTM edi t or . The contents of the
RTM edi t or, or the input score, is then given as an argument to the Lisp function that performs

the search. The search, in turn, aims at filling the input score with pitch information.!

5321 Score-Sort

Before the search we have to translate the input score to a structure that can be used by the search-
engine. The basic idea is to collapse any given polyphonic score to a flat list of search-variables.
Each note of the input score is represented in the search-engine by a search-variable. The critical
point is to determine the exact position of each note in the final flat queue structure. This ordering
is done by the score-sort algorithm.

Score-sort works as follows. We read a score from left to right and sort notes in the order they ap-
pear in it. If two or several notes share the same attack time, they are sorted so that the longest

notes are placed before the shorter ones.? If two or more notes have the same attack time and the
same duration, we can order them free13y. We will adopt the convention that notes having the hi-

ghest part number are considered first.

To summarise, score-sort is a hierarchical sort algorithm where we order first by attack time, then
by duration and finally by part number.

Let us consider the following example to demonstrate how score-sort operates:

1. This means that the rhythmic structure is fixed during search. This may seem an artificial li-
mitation. However, we have to consider the complexity of solving both aspects - the polyphonic
rhythmic structure and the pitch structure - efficiently in one search. The rhythmic structure can
nevertheless be controlled indirectly by defining special melodic rules that control "melodic uni-
sons" (i.e. melodic successions where a note is followed by one or several notes with identical
pitch). If the melodic unisons are interpreted so that the first note of this group is considered as
an "attack" note while the remaining notes are considered "tied" notes, we are in fact controlling
also the rhythmic structure of the result.

2. This ordering has important consequences as it means that long notes are always considered
first when proceeding in the search. The reverse is true when we backtrack during search.

3. We assume that the first or highest part gets number 1, the second highest number 2, etc.
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Fig.5.38: The rhythmic structure of a two-part score sorted to a flat list.

Figure 5.38 gives a two-part score, one measure in leng’ch.1 The upper part consists of three notes
while the lower one has one. The task is to order the four notes. The numbers below each note
indicate the order, or note index, given by score-sort.

We start from the beginning of the score. We find first two notes with an identical attack time. The
dotted half note of part 2 is sorted before the first quarter note of part 1. Thus the dotted half note
gets number 1 and the quarter note number 2. Note 3 is found by reading the next attack (second
note of part 1). The final note, number 4, is the third note of part 1.

Figure 5.38 shows also how the search proceeds in the score. We begin with note 1. Then we go

on to notes 2 and 3, and finally finish the search at note 4. Backtracking is done in reversed order:
4,3,2and 1.

Figure 5.39 below gives the beginning of the rhythmic structure of a four part chorale by J.S. Bach.
The numbers below each note are given by score-sort.

id J J J J d J J J J )
T R A VA B A A AP
T A P A
R T A A O P A

Fig.5.39: The rhythmic structure of the opening of a J.S. Bach chorale.

We find first four notes with the same attack time. This group consists of three quarter notes and
one eighth note (part 4). We start with the quarter notes and order them by part number. The
eighth note is the fourth item in our sort. Now we proceed to the next attack and find in part 4 a

1. We are concerned here only with the rhythmic structure. Consequently we do not show any
pitches or staff lines.

89 - PatchWork - PWConstraints



single eighth note that gets number 5. We continue to the next attack and find a group of four
notes: two quarter notes and two eighth notes. The quarter notes (parts 1 and 4) are first ordered
by part number followed by the eighth notes (parts 2 and 3), also ordered by part number, etc.

Figure 5.40 below shows a more complex rhythmic structure. This example is taken from Anton
Webern's Op. 16. No. 3 and is given without further comments:

H DD

] ﬁ\ﬁ jﬁ\JJWJ';;;\

2 § 1 3 § §

E 2 7 E] 1 16 13 19 22 26 an 33 38
| r

g g .?ﬂs | 1 a 11 13 g ‘ 1 jl J23 JQS js .? jQ JS'? |

3

A P ‘g AR IR HJ J;J;;JJJ‘

Fig.5.40: Score-sort applied to the beginning of Anton Webern's Op. 16. No. 3.

5.3.2.2 Restoring Musical Information

When translating a score to a flat list we loose of course a lot of relevant musical information nee-
ded later by the rules. For instance, after score-sort, a note belonging to a given part does not
know about its preceding note in the same part. Our next task is thus to restore the musical infor-
mation found in the input score.

5.3.2.3 "Musical Map"

A practical solution to this problem is to store local knowledge in the search-variables. This
knowledge, in turn, should enable us to collect dynamically the melodic, harmonic and voice lea-
ding information associated with each search-variable. For instance, typical melodic rules should
be able to access easily previous notes of the melodic line (i.e. notes that have been "composed"
already). Harmonic rules, in turn, should know which notes are already sounding when accep-
ting or rejecting the current candidate. Harmonic progression rules should know about the cur-
rent chord, the previous chord, etc.

What we need is a kind of "musical map" of the input score. Like any ordinary map the musical
map consists of main "roads" or "paths" which are connected in turn to more local ones.

In order to move around this map fluently, we need a new data structure. This structure will be
used later to define the main paths of a musical map. A standard Lisp list is not ideal for our
purposes as it is awkward to move backwards in it. This is because a Lisp list has no backward
links. Therefore we define a new class, called / i nked-/ist-it em!

1. A similar idea of using linked-lists to represent musical scores can be found in Ames
(1985:251).
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-list-item ()
nitformn
nitformn

il :accessor prev-ite
il :accessor next-item))

(defcl ass | inked
(Emevqtem:l
next-item:i

l'i nked- i st-itemcontains two slots prev-itemand next-item These slots provide the
links to both directions. Figure 5.41 below gives a linked-list chain consisting of four | i nked-
list-items L1, L2 L3and L4.!

T T
L1 Lz L3 L4

AN AN

Fig.5.41: A chainof | i nked- i st-itens.
Next, we define some useful methods for | i nked-1ist-item
(defrrethod n-prev-itens ((self linked-list-iten) count) ...)

n- prev-itemns returns count previous items as a list. For instance if we send n- pr ev-i t ens to
L3 and ask for two items, we get the list (L2 L1) (figure 5.41).

(defnethod n-next-itens ((self linked-list-iten) count) ...)
n-next-itens, in turn, returns count next itens.

(defrrethod all-prev-itens ((self linked-list-item) ...)
all-prev-itens returns all previous itens.

(defnethod all-next-itenms ((self linked-list-item) ...)

all-next-itens returns all next itens.
Finally, the function /i nk-1i st links a list of | i nked- 1 i st-it ens into a chain:
(defun link-list (linked-list-items) ...)

For instance, if we give the | i nked-1ist-items L1, L2, L3 and L4 as the argument to | i nk-
['i st, it links them together as shown in figure 5.41.

1. The chain in figure 5.41 is linked in the following way. L1's prev-i t emisni | and L1's next -
i temis L2 (see the arrow pointing from L1 toL2).L2'sprev-itemisLl and L2'snext-item
is L3 (arrows pointing from L2 to L1 andto L3).L3'sprev-itemisL2 and L3's next-item is
L4. Finally, L4's prev-itemis L3 and L4's next-item is ni | .
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5.3.24 Melodic-Context

After this we discuss in more detail how the most important aspects of the input score are preser-
ved. These aspects include melodic-context, harmonic-context, harmonic-slice and metric-context.

With melodic-context we mean that each note in a horizontal melodic succession is able to refer
to its predecessor and successor. In order to preserve the melodic-context of a score, we redefine

the sear ch- vari abl e class definition as follows:!

(defcl ass search-variable (key-itemlinked-list-item ...)

Since we inherit from | i nked-1ist-item we are able to link sear ch-vari abl es together.
We collect all notes of a part in a list and link it by calling the function | i nk- I i st . This process
is repeated for each part in the score. The horizontal melodic successions will form the first main
paths in our musical map.

5.3.2.5 Harmonic-Context

Preserving the harmonic surrounding of each note is more complex. We will split the discussion
into two parts: harmonic-context and harmonic-slice. The former is useful in rules that control the
step-by-step construction of harmonies during search. The latter is used typically in situations
where we are interested in the complete harmonic status of the current note.

First we examine the concept of harmonic-context. It is defined as a list of those notes sounding
at the attack time of the current note. It is important to observe that we exclude from this list all

notes that still have no value, i.e. the search has not yet found solutions for them.?

Let us, for example, define the harmonic-context for each note in the Bach example given in figure
5.39 above. We start with note 1 having no harmonic-context (i.e. it is ni | ). Next we proceed to
note 2. This note has the harmonic-context (1), because note 1 is sounding and it has already a
value. We proceed to note 3. The harmonic-context is now (1 2) . The harmonic-context of note
4isinturn (1 2 3).We continue to note 5 and the harmonic-contextis still (1 2 3). Thisis
because notes 1, 2 and 3 are still sounding at the attack time of note 5, etc.

Figure 5.42 below shows the Bach example with harmonic-context. The note index is found under
each note. The harmonic-context of each note is given as a list of note indices below the note in-

dex.?

1. The original sear ch- vari abl e class definition was given in section 5.2.1.1. The key- i t em
class was defined in section 5.2.3.

2. The excluded notes have higher note index values than the current one (i.e. they will be pro-
cessed by the search after the current note).

3. The harmonic-context indices in figure 5.42 are not in any specific order.

92 - PatchWork - PWConstraints



4
il J J J J
3 7 15 15 24
(211 (6] (14 13 12) [17 18] (23 22 21)
4
il J J J J J J
2 o 11 14 19 20 23
1 (& 7 &) (6 7 10] (13 12) [15 17 1&) (16 17 1&) (22 21)
4
il J J J J J
1 - 1 13 17 22
nil [7 &) (& 71 [12) [16] (211
4
il J J J J J
4 5 & 12 14 21
321 123 il ril nil nil

Fig.5.42: Beginning of the Bach example with harmonic-context added.

We conclude this section by giving in figure 5.43 the Webern example with note indices and har-
monic-context:

&
—

3 . —J ‘J J ) ‘J ]
t '.if b t ]
2 T & 10 16 15 12 22
nil [5 &) mnil (2] [(15) [17) nil (20 21)
3
s
3 ) ' ) J —J
2 2 3 - ‘ : 2 y
s 9 11 13 21 23
[4) nil mnil [1z2) (20 19) (20 22)
/3—\
3]0 ] ) ] —J 3 J J ] b
¥ ? 2 1 ¥
1 3 L] & 12 14 15 17 20 24
mnil (2] nil [%-3] [11) (13) nil [16) (191 (23 22)

Fig.5.43: The Webern example with harmonic-context added.

5.3.2.6 Harmonic-Slice

A harmonic-slice is a list consisting of all notes sounding concurrently with the current note. In
this case we are not interested whether they have values or not. The current note itself is included
in this list.
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If we consider again the Bach example given in figure 5.42, we notice that the four first notes have
the same attack time. The harmonic-slice for each oneis (1 2 3 4).Fornote5itis(1 2 3 5).
Next we find again four notes with the same attack time. Each of them has the harmonic-slice ( 6
7 8 9). At the next attack we find notes 10 and 11. The harmonic-slice for themis (6 7 10 11),
etc. We see that all notes with the same attack time share the same harmonic-slice information.

Figure 5.44 below shows the Bach example with note indices, harmonic-context and harmonic-
slices (given below the harmonic-context).!

4
id J J J J
3 7 15 ] 24
(2 1) (&) (14 13 12) (17 16] (23 22 211
(3214 [T %84 [15 14 13 12] 15 19 17 18] [24 23 22 21)
4
id J J J J J J
2 @ 11 14 13 20 23
111 (87 &1 (& 7 101 (13 121 [1& 17 16] [16 17 18] a2z 211
(3 214) (795 4) (7 11 10 &1 (15 14 135 12) (15 1% 17 1&4)015 20 17 1la)24 25 22 21)
4
id J J J J J
1 & 10 13 17 22
nil [T &) (& 71 (121 (18] [21)
(3214 [T %84 (7 11 10 &)1 (15 14 13 121 15 19 17 18] [24 23 22 21)
4
i) J J y J J
4 B & 12 16 21
(3211 (123 nil nil nil nil
(3214 [3215] [T %84 [15 14 13 12] 15 19 17 18] [24 23 22 21)

Fig.5.44: The Bach chorale with note indices, harmonic-context and harmonic-slices.

After this we define a new class, called har nmoni c- sl i ce:

(defclass harnonic-slice (key-itemlinked-list-iten) ())

har nmoni c- sl i ce inherits from | i nked-1i st -i t em This means that we are able to link a list
of har noni c- sl i ce objects.

We need also a constructor, make- har noni c- sl i ce, making instances of har noni c-sli ce
objects:

(defun make-harnonic-slice (tinme s-variables) ...)

1. The harmonic-context and harmonic-slice indices in figure 5.44 are not in any specific order.

94 - PatchWork - PWConstraints



The t i me argument is the attack time, giveninti cks, of the har noni c- sl i ce object. s-vari -
abl es, in turn, is a list of search-variables defining the harmonic-slice. For instance the first har -
nmoni c- sl i ce object in figure 5.44 contains the search-variables (1 2 3 4). After collecting all
har moni c- sl i ce objects of a score we link this list. The chain of harmonic-slices constitute the sec-
ond main path in our musical map.

5.3.2.7 Metric-Context

Many counterpoint rules assume that we are able to access the metric surrounding of a given
note. For example, the contents of a melodic rule may depend on whether an eighth note is found
on the downbeat or not. Some harmonic rules may allow specific dissonances, if the current note
is on the upbeat, etc.

The metric-context of a given note is defined firstly by the metric pattern of the note and secondly
by its position within this pattern.

Our starting point will be the beat - | i st 1 If, for example, a beat consists of one quarter note, the
beat - 1i st of thisbeatis (1 (1)). If abeat consists of two eighth notes, the beat - I i st is (1
(1 1)), etc. Thus each beat and each note within the beat is associated with abeat -1 i st, ora
rtm-pattern. Also, all notes of the beat have a particular position, or rtm-position, within the rtm-
pattern. In order to preserve the metric-context we must store in each note the information about
its rtm-pattern and rtm-position.

Let us suppose that we want to define a rule with the following pattern-matching part: (* ?1 ?2
<Li sp- code>). Moreover, the Lisp test function of the rule should only be called in cases where
the variables ?1 and ?2 belong to the rtm-pattern (1 (1 1)) (figure 5.45):2

= LT 0r2 1

Fig.5.45: Matching ?1 and ?2 with (1 (1 1)).

The rule is defined as follows:

* 21 2
(* 21 22

(if2 (if ch-rtn? (1 ((?1 1) (22 1)))) >
test>

(at ch:
N

1. See for more details section 4.6.1.1.
2. We also assume that ?1 is the first note of the rtm-pattern and ?2 is the second.
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We first give the two variables ?1 and ?2 in the pattern-matching part (1). Then we call in the
Lisp-code part the macro mat ch- rt n? with the argument (1 ((?1 1) (?2 1))) (2). This
argument combines the variables ?1 and ?2 with the rtm-pattern (1 (1 1)) resulting in (1
((?1 1) (?2 1))) (seefigure 5.45).

The mat ch- r t n? macro is defined as follows:
(defrmacro (match-rtn? (rtmpat+vars) ...)

mat ch-rt n®? returns tr ue if the following conditions are fulfilled. Firstly, all variables men-
tioned in the rt m pat +var s argument must share the same rtm-pattern. Secondly, the rtm-po-
sitions of the variables must match the positions given by r t m pat +var s.

Let us take another example where we are interested to match all eighth note triplets found in the
score (figure 5.46):

)
To¥2 73

= (1?1 1072 1)(73 1))
(e 1o

Fig.5.46: Matching ?1, ?2 and 23 with (1 (1 1 1)).

Thus we have three variables in the pattern-matching part and the rtm-patternis (1 (1 1 1)).
We combine this information to obtain the following rule:

(* 21 722 73
(if?2 (if hortn? (1 ((?1 1)(?2 1)(?3 1))

(rateh
|
O3y te

As a final example, let us define a rule for the variables ?1 and ?2 and the rtm-pattern (1 (-1
(1 (1-11))) (figure 5.47):

u i
1 v

= (P =1 0Py =1 (P2 10
(-1 (10 -1 10

Fig.5.47: Matching ?1 and ?2 with (1 (-1 (1 (1 -1 1))).

(* 2?21?22
(if?2 (if hertn® (1 (-1 (1 ((?1 1) -1 (22 1)))))

(match.r
0y te
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5.3.2.8 Completing the Score Representation Scheme

The score representation still requires class definitions for | i nked- beat, | i nked- measur e and
| i nked- part. Each of these inherit from | i nked- i st -i t emand are thus used to define new
paths in the musical map.

We start by defining | i nked- beat :
(defclass |linked-beat (key-itemlinked-list-iten) ())

The horizontal beat successions of a score are constructed as follows. We first collect all beat - ob-
j ect s found in a given part. For each beat - obj ect we make an instance of | i nked- beat and
link these to a chain of beats. This process is repeated for each part in the score.

The | i nked- neasur e class definition, in turn, is as follows:
(defclass |inked-measure (key-itemlinked-list-iten) ())

The horizontal measure successions of a score are constructed in a similar way to the horizontal beat
successions. We collect all measur e- obj ect s found in a given part and make an instance of
I'i nked- neasur e for each measur e- obj ect. We then link the | i nked- neasur e objects to a
chain of measures. This process is repeated for each part in the score.

As the last class definition inheriting from | i nked- i st -item we define the | i nked- part
class:

(defclass linked-part (key-item linked-list-item) ())

For each part found in the score we make an instance of | i nked- part and link these to a chain

of parts.
Finally we define a class, called part - col | ecti on, that collects all parts of a score together:

(defclass part-collection (key-item) ())

The part - col | ecti on object is mainly a collection of parts, but it contains also other global in-
formation of the score. The current part - col | ecti on object is stored under the global variable
*part-collection*.

Figure 5.48 below shows the Bach example where the double arrows indicate the linked-list
chains of the score. These chains include all horizontal melodic successions, beat successions (la-
belled B1, B2, ... ) and measure successions (ML, M2, ... ). Below the parts we find a chain of
harmonic-slices (indicated by the note index lists). Finally the parts themselves are also linked to-
gether (the double arrows at the left side of figure 5.48).
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Fig.5.48: The Bach example containing linked-lists of parts, measures, beats, notes and
harmonic-slices.

The figure 5.48 is however not complete. We must for instance show pointers from notes to beats
and from beats to measures.! Let us take a more detailed look at the second measure of part 2 of
figure 5.48:

— —-3
M2 - I  E—

[ e
EQT____ B2 e = |:>Ei4<—f_________ B3
=1 S _:“:%JT

% e 11 14 T 19 T T 23

Fig.5.49: Linked-list chains and pointers.

1. Pointers differ from linked-list-items in that they can point only in one direction. Hence they
are given as simple arrows.
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As before, the double arrows in figure 5.49 indicate linked-list chains while the simple arrows are
pointers. We see, for example, that notes 9 and 11 point to B2, and B2, in turn, points to M2. Note
14 points to B3, B3 to M2. Notes 19 and 20 point to B4, B4 to M, etc.

Figure 5.50 below shows how the different components of a score interact together. We give a cat-
alogue of keywords for sear ch-vari abl e, | i nked- beat, | i nked- nmeasure, | i nked- part,
part-col | ecti on and har moni c-sl i ce:!

Search-variable: Linked-beat:
:note-index :s-vari abl es
:mel-index :measure
time+dur :b-num
rtm-pattern rtm-pattern
:rtm-pos :time

:beat

‘measure

‘part

‘part-num

:harmonic-context

:harmonic-slice

Linked-measure: Linked-part:
:beats :measures
‘part Jpart-num
‘m-num

:sign

:time

1. The keywords allow us to read information from an object using the method read-key. This is
possible as all objects in figure 5.50 inherit also from key-i t em
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Part-collection: Harmonic-slice:
:parts :s-vari abl es
:part-s- vari abl es-ls-Is :time

:sorted-s- vari abl es

:harmonic-slices

Fig.5.50: The keywords of sear ch-vari abl e, | i nked- beat, | i nked- measur e,
| i nked-part, part-collectionandharnonic-slice.

Figure 5.50 has two main purposes. Firstly, it shows what kind of information is stored into each
respective object.! Secondly, the keywords are used in the next section to write utility functions
and macros. These functions and macros, in turn, are used intensely by the counterpoint rule ex-
amples defined in section 5.3.3.

As can be observed from figure 5.50 the PWConstraints score representation scheme allows both
a top-down and a bottom-up approach. In the former we start from the current part-collection and
go into more detailed information in the hierarchical structure, i.e. parts, measures, beats and
notes (or search-variables). The search-variables, in turn, allow us to refer to the score information
in the opposite direction. We start from a single note and proceed upwards in the hierarchy to
beats, measures, parts and end up with the part-collection constituting the whole score.

5.3.2.9  Utility Functions and Macros

In this section we list a number of general utility functions and macros. These will be our basic
repertoire when writing counterpoint rules in section 5.3.3.2

1. For instance, a sear ch- vari abl e knows about its note index (see keyword : not e- i ndex),
its position in the melodic succession within its part (: el - i ndex), its start-time and duration
(: ti me+dur ), rtm-pattern and rtm-position (: rt m patternand : rtm pos), its beat (: beat ),
its measure (: measur e), its part (: part ), the part number of its part (: par t - num), its harmonic-
context (: har nmoni c- cont ext ) and its harmonic-slice (: har noni c- sl i ce). Al i nked- beat,in
turn, contains a list of its search-variables (: s- var i abl es), its measure (:neasur e), its beat num-
ber (: b- num), its rtm-pattern (: r t m pat t er n) and its start-time (: ti me). Part - col | ecti on
has a list of parts (: part s), a list of lists of search-variables where each sublist is associated to a
part (: part-s-vari abl es- | s-1s), alist of search-variables sorted by score-sort and a list of
harmonic-slices (; har noni c- sl i ces), etc.

2. We will not give any further comments on the functions or macros, as they are relatively sim-
ple. Most of them simply access some information from a search-variable using the method

r ead- key.
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(def macro n1(s-variab|e¥ o ]
"returns the value (mtor mdi) of s-variable"
(val ue ,s-variable))

(defun | ->ns (s-variables% ]
"returns values of a list of s-variables" ) ]
(mapcar #' (lanbda (s-variable) (value s-variable)) s-variables))

(defmacro beat (s-variable) )
"returns the |inked-beat of s-variable"
(read-key ,s-variable :beat))

(def macro nmeasure (s-vari abl e) ]
"returns the |inked-neasure of s-variable"
(read-key ,s-variable :neasure))

(def macro ni ndex (s-variable) ]
"returns the note index (given by score-sort) of s-variable
(starting fromOQO)", )

(read-Kkey ,s-variable :note-index))

(defmacro m ndex (s-variable) )
"returns the nel-index (relodic index) of s-variable
(starting from1)", _

(read-key ,s-variable :nel-index))

(def macro beatnun1(s-variab|e2 ]
"returns the beat nunber of the beat of s-variable
(starting from1)" ]
(read-key (read-key ,s-variable :beat) :b-nunj)

(def macro neasurenun1(s—variab|e2 ]
"returns the nmeasure nunber of the neasure of s-variable
(starting from1)" _
(read-key (read-key ,s-variable :neasure) :mnunj)

(def macro artnun1(s-variableg ]
"returns the part nunber of the part of s-variable
(starting from1)"
(read-key ,s-variable :part-num)

(defrmacro hc (s-variable) ] ) .
"returns the harnoni c-context of s-variable as a list s-variables”
(read-key ,s-variabl e : harnonic-context))

(defrmacro hslice (s-variable) ] ) )
"returns the harnonic-slice of s-variable as a |ist s-variables”
(read-key ,s-variable :harnonic-slice))

(defun startt (s-variable). ] )
"returns the start tine (in ticks) of s-variable"
(first (read-key s-variable :tinme+dur)))

(defun durt (s-variable)
"returns the duration (in
[

cks% of s-variable"
(second (read-key s-var

ti
able :1inme+dur)))
(defun endt (s-variable)

"returns the end tinme (in ticks) of s-variable"
(let (EI_(read-key s-variable *time+dur)))
(+ (first 1) (second 1))))
(defun attack-iten®? (hslice s-variable)
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turns true if s-variable, being a nmenber of hslice,
an attack s-variable"

(time hslice) (startt s-item))

(defun downbeat? (s-variable).
"returns true if s-variable is downbeat note,
i.e. its rtmpositionis 0"
(= (car (last (read-key s-variable :rtmpos))) 0))

Il're
IS

efun prev-item on-downbeat (s-variable) . ,
def i downb i abl
"returns a downbeat s-variable of the previous beat or nil"
(let ((prev-beat (prev-item (read-key s-variable :beat)))
downbeat - var)
(when prev-beat ) )
setq downbeat-var (first (read-key prev-hbeat :s-variables)))
when (and downbeat -var (downbeat ?” downbeat-var))
downbeat -var))))

5.3.2.10 Melodic Pattern-Matching

After this we must redefine the relationship between the pattern-matching part of a rule and the
flat list of search-variables given by score-sort. So far the pattern-matching part has reflected
clearly the order in which the search-variables were processed by the search-engine. After score-
sort, however, the order the search-variables has no obvious musical meaning anymore. It is used
mainly internally by the search-engine.

We will adopt the convention that the pattern-matching part of a rule in a polyphonic search
problem corresponds to the horizontal melodic successions of a score.

For instance, let us take the following rule: (* ?1 ?2 <Li sp- code>). The variables ?1 and ?2,
mentioned in the pattern-matching part, refer to all (adjacent) melodic two note successions.

5.3.2.11 Non-Attack Search-Variables

In score-sort, when sorting the flat list of search-variables, we consider only cases when a new
note appears in a score. Thus this approach can be called attack oriented. This scheme, however,
does not capture cases that fulfil two conditions. Firstly, the number of harmonic notes in a poly-
phonic texture decreases because of rests. Secondly, the score does not contain new attacks at this
moment. These cases are important to observe as the harmonic situation of the score has changed.
This is why we insert special search-variables, called non-attack search-variables, in the sorted list
of search-variables. Figure 5.51 below gives two non-attack cases indicated with arrows. The har-
monic-slices are given below the score.! The non-attack search-variables have harmonic-slices
that are marked with a "+" sign.

1. Because this example contains rather complex rhythms, we do not draw the harmonic-slices
as lists but as columns, in order to save space.
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Fig.5.51: The Webern example, m. 7, with non-attack search-variables.

The non-attack search-variables are "passive" in a sense that they do not contain notes. Thereby
they have no values that can be tested by the rules. This means that we have to create a new cate-
gory of rules, called non-attack rules. Typically these rules refer only to the harmonic-slice of the
current non-attack search-variable. For instance, let us assume a non-attack rule disallowing the
set-classes 2- 4 and 2- 5 in all non-attack cases:

(* ?1 (?if (not (eq-SC? '(2-4 2-5) (I->ms (hslice ?1)))))
"2-4 or 2-5 disallowed in non-attack cases")1

5.3.3 Translating Counterpoint Rules

After defining the score representation scheme, we proceed to the second main subject of this sec-
tion. We will adopt a number of counterpoint rules found in textbooks and translate them to the
PWConstraints rule formalism.? There are however several reasons why exact translations may
be difficult to achieve. For instance, the texts often do not give the exact conditions under which
a given rule should be applied. Instead, the conditions have to be "inferred" or "interpreted" from
the given musical examples. Furthermore, textbook rules may include expressions like "rare ca-
ses", "common cases", "strange cases", "exceptional cases", etc. which are difficult to translate into
our formal system.? Finally, cases where several rules given in different places in the text are in
conflict with each other are especially problematic. Thus some of the PWConstraints translations

1. eq- SC? was defined in section 5.1.5.2 and | - >ns and hsl i ce in section 5.3.2.9.

2. Our main source will be de la Motte (1981). In particular we concern ourselves in the third
chapter that deals with the counterpoint style of Josquin Desprez.
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given below can only be considered as some kind of "interpretations” or "approximations” of the
discussed textbook rules.

We will divide the rules in three main groups: melodic rules (labelled from M1 to M8), voice lea-
ding rules (V1 V2 V3) and harmonic rules (H1 H2 H3 H4).

5.3.3.1 Melodic Rules

Melodic rules will be quite straightforward as they use the pattern-matching capabilities of PW-
Constraints. We start with a group of melodic rules that deal with allowed intervals, contrary mo-
tion and treatment of jumps in the same direction (M1 M2 M3 M4 M5). The first rule determines
the allowed melodic intervals:

(* ?21 22 (2if (marrber gm’)é)(flgl 45-57-7812 -12)))
s

"al | oned nel od| c i nt erval

We calculate the interval between the last two melodic notes and check if it is found among the
list of allowed intervals.?

MR:
(* ?1 ?2 ?23 (?if (not (eqg-SC? '

23 11b 3-1la 3- 10 3- 123
m?1) (m?2) (m?3)))
"di sall owed three note nel odi ¢ successi ons")

We take the last three melodic notes and check that they do not form one of the following set-clas-
ses: 3- 11b (major), 3- 11a (minor), 3- 10 (diminished) and 3- 12 (augmented).

3. We discussed some solutions to these problems already in sections 5.1.5.4 and 5.2.4. In the for-
mer section we showed how to generate musical material with the help of statistical distribution
of the musical properties in the result. In section 5.2.4 we discussed how heuristic rules can be
used to favour (or not to favour) certain results.

1. Itis important to note that the variables ?1 and ?2 are search-variable objects not values. This
is why must access the values of ?1 and ?2 with the expressions (m ?1) and (m ?2). For more details
see section 5.2.3. The macro m was defined in section 5.3.2.9.

2. A similar rule is found in de la Motte (1981:60). The difference is that we omit the "rare" inter-
vals 9 (major 6th), 15 and 16 (minor and major 10th).
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(* 21 22 23
SO et(ag((jnglugmdg&\}]) (n2 (m?22)) (n3 (m?23))) |
,  Lmenber (abs (- n3 nl)) (6 10 11 13 14)))))) | 2

reaching 6, 10, 11, 13 or 14")1

We first test if ?1, ?2 and ?3 form a melodic movement that is ascending or descending (1). If
this is the case the absolute interval between ?1 and ?3 should not be a tritone, 7th or 9th (2).

(*:?1 ?2 2?3
2if (let nl (m?1) n2 (m?2 n3 (m ?3
( (no% (ang((or( > 2aLs(z- gZ nl}i 9 ( ?)%
> (abs (- n3 n2
(up-down- noven? nl n2 n3)
"contrary notion before/after junps greater than 7")

We check if the absolute interval between ?1 and ?2 or ?2 and ?3 is greater than 7 (perfect 5th)
(1). If this true then ?1, ?2 and ?3 should not form an ascending or descending melodic move-

ment (2). In other words a note before or after a large jump should move in contrary motion.?

MVb:
(* ?1 22 ?

(i1 ic? (m?1) (m?2) (m?3)))

3
ba st
ballistic rule")

We take the last three melodic notes and check that ?1, ?2 and ?3 form a "ballistic" melodic mo-
vement. A ballistic movement allows two jumps in the same direction, but the larger jump has to

be below the smaller one.>

The next melodic rules (M6 M7 M8) form a group as they use the metric-context capabilities defi-
ned in section 5.3.2.7.*

1. The function up- down- noven? returns true if the arguments form an ascending or descen-
ding movement.

2. dela Motte (1981:69). A more strict version of the rule can be defined by simply changing the
interval 7 to a smaller value.

3. dela Motte (1981:70). The function bal | i st i c? returns true if the arguments form a ballistic
movement.

4. Allso called "Schwarze Noten", or "black notes", are given as eighth notes, not as quarter notes
as in de la Motte (1981:94).
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Fig.5.52: Matching ?1 and ?2 with (1 (1 1)).

We take the last two melodic notes and check that both ?1 and ?2 belong to the rtm-pattern ( 1
(1 1)) (figure 5.52). If this is the case then ?1 is a downbeat note, ?2 is a upbeat note and both ?1
and ?2 are eighth notes (1).

If mat ch-r t n? matches, we check that the melodic interval is in the range - 4 and 2 (2). In other
words ?1 can jump only downwards and this jump should never exceed 4 (major 3rd).

*:?1 ?2
(A0 e e g1 (3,675,900

"never greater 1/8 note upbeat junps than 4")
S

T1 72
(1 1]

Fig.5.53: Matching ?1 with (1 (1 1)).

We take the last two melodic notes and check if ?1 is the second note in the rtm-pattern (1 (1
1)) (figure 5.53). If mat ch- r t n? matches, we check that the melodic interval between ?1 and ?2
is in the range - 4 and 4. In other words ?1 can jump a maximum of a major 3rd up or down.

1. The macro nmat ch-rt n? was defined in section 5.3.2.7.
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Fig.5.54: Matching ?2 with a single upbeat eighth note.

We take the last three melodic notes and examine if ?2 is the second note in the rtm-pattern ( 2
(3 1))or(1 (1.0 1)) (figure5.54) (1). If this is the case we check that the melodic movement
between ?1 and ?2 is downward and stepwise (2). Also we check that the next note, ?3, is longer
than an eighth note (3). If these checks succeed ?2 can jump upwards (4). If they fail, however,

the jump between ?2 and ?3 can be a maximum of 4 (major 3rd) (5).2

5.3.3.2 Voice Leading Rules

We proceed to the next group of rules dealing with voice leading. Compared to melodic rules,
voice leading rules are difficult to write. This is of course not surprising because we have to con-

sider simultaneously melodic, rhythmic and harmonic aspects of a score.?

All voice leading rules to be discussed in this section are defined within a four note context. These
notes can be thought of forming a kind of two by two "matrix" (see figure 5.55 below). The hori-
zontal relations of this matrix define two melodic successions, where the pair ?11->?12 belongs to
one part and ?21->?22 to another. The vertical relations of the matrix in turn give two harmonic
intervals: int] and int2. In all cases we assume that ?12 and ?22, forming the second harmonic in-
terval int2, are "synchronised", i.e. they will share an identical attack time. However, the timing
of ?11 and ?21 is "free", they are allowed to be synchronised or not.

1. The function durt was defined in section 5.3.2.9.

2. This ruleis found in de la Motte (1981:106). The rule is probably too strict as it does not permit
cambiatas. We can correct this by allowing ?2 to jump downwards (see the comment line 4 in the
rule M8). Cambiatas will be discussed in section 5.3.3.3.1.

3. This means that from now on we will make considerable use of the harmonic-context, the har-
monic-slice and the metric-context of search-variables. See for details sections 5.3.2.5, 5.3.2.6 and
5.3.2.7.
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Fig.5.55: Does i nt 1 and i nt 2 form a parallel movement?

We start the discussion by defining a general help function, called check- paral | el s?:

(defun check-parallels? (?11 ?12 ?21 ?22 pc-int-pairs)
(let ( |nt1 nod (abs (- (m 2?11 m ?21 12 -
nt2 (mod (abs (- (m ?12 m ?22 12)))
(f|nd if # (lanmbda (int-pair) ;
(and (= intl (first int-pair)
] =int2 (second int-pair))))
pc-int-pairs)))

The first elements of the argument list of check- par al | el s? are four notes, ?11 and ?12 be-
longing to one part and ?21 and ?22 to another (figure 5.55). pc-i nt - pai rs, in turn, is a list
of harmonic modulo 12 interval pairs, i.e. all intervals in pc- i nt - pai r s are given within one oc-
tave. pc-i nt - pai r s defines the parallel movements we are interested in. If, for example a pair
is (0 0), it means that check—parallels7 checks for parallel unisons and octaves. Mfitis (7 7),
we check for parallel 5ths. If itis (6 7), we check for harmonic successions where the first inter-
val is a tritone and the next one a perfect 5th, etc.

check- paral | el s? first calculates the harmonic modulo 12 intervalsi nt 1 and i nt 2 (1).2 Next
it tries to find an identical interval succession among pc-i nt - pai r s (2). If such a succession is

found we know that there is a parallel movement and check- par al | el s? returns t r ue.

After this we define the first voice leading rule disallowing open parallels:*

V1.
(* ?21 ?22 (?if (not (open-parallels? ?1 ?2))) "no open parallels")

1. In other words we check if modulo 12 of both intervals, i nt 1 and i nt 2, is 0 (figure 5.55).

2. Before calculating modulo 12 of the intervals, we take the absolute value of them. This is becau-
se we do not know if 711 and ?12 are above or below ?21 and ?22.

3. If voice-crossings are allowed the check- par al | el s? function should be extended in the
following way. Before taking the absolute intervals we check whether the melodic lines are cros-
sing each other. If this is the case then check- par al | el s? should always return ni | .

4. By open parallels we mean parallel 5ths and octaves.
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We first take two adjacent melodic notes ?1 and ?2. Then we call a help function, called open-
paral | el s?, thatreturnst r ue in case of open parallels. We call open- par al | el s? inside not
to disallow such situations.

As our rule gives only two adjacent melodic notes, the first thing we have to do is to find the mis-
sing two notes in order to complete the matrix (figure 5.56). This is done by checking whether the
harmonic-context of the second note, ?2, contains a note that is synchronised with it. If such a note
is found - let us call it ?x - we ask for the melodic note which precedes it, called nel - pai r:

21 7 1
T int2
int1 \L
L _=ex
mel-pair

Fig.5.56: Open parallels?

The function open- par al | el s? is defined as follows:

(d?{uP ?pep par 5Ie|s7 (?1 ?2)
et (el -pai
(flnd-ifp
# (lanbda (?x) _
(and attack-lten? (hslice ?2) ?x o
setq nel -pair (grev |ten17x ;2
check-parall el s? ?1 ?2 9 ;3
(he 22)))) ((0 0) (7 ) (6 7))))) , 4

open- par al | el s? checks if there are open parallels among the harmonic-context, hc, of 22.1 As
we loop through hc we test first that the current hc note, ?x, has its attack time simultaneously
with 22 (1).2 Also we read the previous melodic note of ?x, called el - pai r (2). Then we call the
check- paral | el s? help function (3). ?1 and ?2 form the first melodic succession and nel -
pai r and ?x the second one (figure 5.56). We disallow parallel octaves, parallel 5ths and tritones
proceeding to perfect 5ths by giving ((0 0) (7 7) (6 7)) asint-pairs (4).

Next we discuss the second voice leading rule which is a variant of the previous one. We disallow
parallels that occur on downbeats (figure 5.57). In this case the matrix should contain only down-
beat notes. Furthermore, we must guarantee that also the first vertical notes, ?1 and el - pai r,
are synchronised:

1. The macro hc was defined in section 5.3.2.9.
2. The function at t ack-i t en? was defined in section 5.3.2.9.
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Fig.5.57: Downbeat parallels?

The rule is defined as follows:

V2:

* 22 (?2if (let ?1 rev-itemon-downbeat 2?2 1

( ( ( (ig((angp?l (downbeat ? ?2? ) 2
%not (downbeat -paral | el s? ?1 ?2))

"no domnbeaz parall el s")

The pattern-matching part contains only one note ?2. We ask first for an earlier melodic note of
?2. This note, ?1, should be both situated in the previous beat and be on the downbeat (1).! we
then check whether ?2 is also a downbeat note (2). If this is the case and ?1 isnotni | , i.e. there
is a downbeat note in the previous beat, we call a help function, called downbeat - paral I el s?.

(defun downbeat -parallels? (?1 ?2)
(Iet_(ne!-palr?
(find-if
# (1l anbda (?x) ] ]
(and (attack-iten®? (hslice ?2) ?x
setq nel-pair (prev-itemon-downbeat ?x)) ; 1
= (startt ?1) (startt nel-pair)) ;2
_(check-parallel s? ?1 22 nmel-pair ?x
5 (0 77) (67)))))
(hc ?22))))

downbeat - par al | el s? is almost identical with the function open- par al | el s?. The first dif-
ference is at (1), where we ask for the previous downbeat note of ?x, not simply the previous one
(see also figure 5.57). Also, we must check that ?1 and ?rel - pai r are synchronised (2).

The final voice leading rule disallows hidden parallels. In this rule we are not interested in the
first harmonic interval of the matrix (figure 5.58). We want only to check whether the second har-
monic interval, i nt 2, is arrived at via parallel motion:

1. The function pr ev-i t em on- downbeat was defined in section 5.3.2.9.
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Fig.5.58: Hidden parallels?

The hidden parallels rule is defined as follows:

V3:
(* ?21 ?22 (?if (not (hidden-parallels? ?1 ?2))) "no hidden parallels")

As in the rule V1 we take two adjacent melodic notes ?1 and ?2. Then we call the help function
hi dden- par al | el s?.

(defun hi dden-parallel s? &?1 ?2 &optional (5ths-fl t))
(let ((rmel-intl (- (m?2) (m?1))) ;1
. mel-pair nel-int2 int2)
(find-if
# (I ambda (?x) _ _
(and (attack-iten®? (hslice ?2) ?x) ;2
setq int2 (pod (abs (- (m?x) (m?2))) 12)) ; 3
setg nel-pair (prev-item ?x) ) ;4
setq nmel-int2 (- Fn]?x) (mmel-pair))) 7 5
or (and (plusp nel-intl) (plusp nEI—IHIZ%é ; 6
(if ?Hd Flnusp mel-intl) (mnusp nel-int2))) .
[ S- ;
or (=int20) (=int2 7)) ;8
=int2 0)))) ;9
(hc 22))))

hi dden- par al | el s? has arguments for ?1 and ?2 forming a two note melodic succession. The
optional argument, 5t hs-f |, is a flag used to determine whether we want to detect hidden pa-
rallel 5ths or not.

hi dden- par al | el s? first calculates the melodic interval, nel - i nt 1, of ?1 and ?2 (1). Then we
examine if we find among the harmonic-context of ?2, hc, anote that produces hidden parallels
with ?1 and ?2. First we check if ?x has its attack time simultaneously with ?2 (2). Then we cal-
culate the harmonic modulo 12 interval, i nt 2, of ?2 and ?x (3) and ask for the previous melodic
note of ?X, called nel - pai r (4). Next, we calculate the melodic interval, nel -i nt 2, of nel -

pai r and ?x (5). We check whether both melodic motions, nel - i nt 1 and nel - i nt 2, are similar,
i.e. both are either positive or negative (6). If this is the case we check the status of 5t hs-f1 (7).

Ifitistrue, we askif i nt 2 is equal O or 7 (8). Otherwise we are interested only in hidden octaves
and check if i nt 2 is equal to 0 (9).
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5.3.3.3 Harmonic Rules

We now move on to deal with harmonic rules. In order to define these efficiently we will work
with partial solutions while constructing harmonies: each time the search proceeds to a new note
we immediately run all harmonic rules. The harmonic-context of the current note enables us to
decide on potential candidates even when we do not know yet the complete harmonic solution at
a given moment.

The following discussion is divided into three parts. First we define a help rule that disallows voi-
ce crossings, along with a general help function that is able to detect harmonic dissonances. Then
we write a harmonic rule for dissonances occurring on the upbeat. Finally we implement two har-
monic rules which deal with suspensions.

We simplify our problem somewhat by disallowing voice crossings. In this case we know always
whether we are referring to a bass note, i.e. the lowest note of the current harmony. This scheme
allows us to reduce possible candidates immediately. The rule that disallows voice crossings is
defined as follows:

H1:
(* ?1 (?if (no-voice-crossings? ?1)) "no voi ce crossings")

The rule calls a help function called no- voi ce- crossi ngs?:

(defun no-voi ce-crossings? (?1)
(let ((hc (hc ?1))
) sort ed- not es)
(if hc
(progn

(setq sorted-notes ;1

sort (copy-list (cons ?1 hc)) # >
I ?1 h
ckey” #' (I anbda Fn) (partnumn))))
anbda (n) n ;2

(apply # <="(mapcar #( (

) sorted-notes)))

no- voi ce- cr ossi ngs? returns t r ue if there are no voice crossings in the harmonic-context, or
hc, of ?1. If ?1 has a harmonic-context we append ?1 to hc. The resulting list is sorted so that
notes with the highest part number come first, i.e. we order them from bass to soprano (1). Then
we check that all MIDI-values in this sorted list are in ascending order (3).

Let us first define which harmonic intervals are disallowed. A harmonic interval is defined as
either the distance between a bass voice and a higher voice, or the distance between two higher
voices. In the former case we test whether a harmonic interval is dissonant by calling the function
di ssonant - bass-i nt ?:

(defun di ssonant - bass-int? &int)
(rmenmber (nod int 12) '(1 2 5 6 10 11)))

di ssonant - bass-i nt ? returnstr ue if modulo 12 of i nt is a minor or major 2nd, a perfect 4th,
a tritone, or a minor or major 7th.
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In the latter case, i.e. when the harmonic interval is given by two upper voices, we call the function
di ssonant - upper-i nt ?:

(defun di ssonant - upEer-i nt? (int)
(menber (nod int 12) '(1 2 10 11)))

di ssonant - upper -i nt ?,in turn, returnstr ue if modulo 12 of i nt is a minor or major 2nd, or
a minor or major 7th.

Next we need a function to recognise whether a note is a bass note:

(defun bass-note? (7?1)
"returns t if 7?1 belongs to the | owest part
in the harnonic-slice of ?1"
(= 2partnum ?1
app

Y (mpea (L 20R4E L0 (P AN VA ey

bass- not e? returns true if ?1 is a bass note. We simply check if ?1's part number is equal to the
lowest part number in the harmonic-slice of ?1.

Finally, we are ready to define a general function for testing harmonic dissonances:

(defun harnoni c-di ssonance? (?1) _
"Assunes that the lowest part” always has the |owest pitch!

Returns diss-note or nil.
(let ((ref-mdi (m?l)z) -
ref =bass-not e (bass-note? ?1)) ;2
It emrbass-note int)
# (lanmbda (?x )
setq Itemrbass-note (bass-iten? ?x)) ;
setq int %abs (- (m xg ref—mdl)% ;
if (or ref=bass-note itenmrbass-note) ;
di ssonant - bass-int? i _nt%
di ssonant -upper-int? int)))

(hc ?71))))

abhw

har noni c- di ssonance? checks if ?1 forms a harmonic dissonance within the harmonic-con-
text of ?21. We first collect the MIDI-value of ?1 (1). We then check if ?1 is a bass note (2). After
this we go through harmonic-context of ?1, hc, and check if the current note of hc, ?x, is a bass
note (3). We calculate the harmonic interval, i nt, of ?x and ?1 (4). Finally, if either ?x or ?1 is a
bass note, we call the function di ssonant - bass- i nt ?. Otherwise we call di ssonant - upper -
int?(5).

5.3.3.3.1 Passing note, Neighbor Note and Cambiata

We will discuss in this section the following non-harmonic notes: passing notes, neighbor notes
and cambiatas. We will call them collectively unstressed dissonances or upbeat dissonances as in our
discussion they all occur on the unstressed part of a beat.
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First we have to be able to match upbeat rhythms, i.e. rhythms where an upbeat note can potential-
ly become an upbeat dissonance. Figure 5.59 below defines the possible upbeat rhythms and rtm-
patterns:

I O A N R

71 70 T 70 T P2

(11 1 (2103 1 Croy oo

Fig.5.59: Possible upbeat rhythms and rtm-patterns.
The matching is done by the function mat ch- upbeat - r t n?:

(defun mat ch- upbeat - ?1 ?2%
(or (match-rtn®? (1 ?21°1 ?22 1 1
e ({0 (B ) )
i ;

mat ch- upbeat - r t n®? returns true if ?2 is an upbeat note, i.e. ?2 is on the unstressed part of the
beat. We start by checking the case A of figure 5.59 (1). If this case fails we check case B (2) and
finally case C (3).

Next we need some help functions to be able to recognise cambiatas, neighbor notes and passing
notes. The first one, canbi at a-i nt s?, checks whether the four notes in the argument list form
a proper cambiata succession of intervals:

(defun canbiata-ints? (?1 ?2 ?3 ?4)
(let ((intl (- (m?2 m ?1
int2 (- (m?3 m ?2
int3 (- (m?4 m ?3))))
(and (or (=intl -1) (=intl -2 ;o1
or (=int2 -3 =int2 -4 ;2
or (=int31)(=int32)))) ,; 3

The first interval must be a downward 2nd (1), the second a downward 3rd (2) and finally the
third interval an upward 2nd (3).

The second cambiata help function, canbi at a-rt n?, is used to match cambiata rtm-patterns.

| B EEE S
L .

: J
C: J J
J I

Fig.5.60: Possible cambiata rtm-patterns.
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(defun canbiata-rtnP? (?1 ?2 ?3 ?4%
(and (or (and (match-rtn? (1 21 1% ))
match-rtn? (1 (1.0 (?2°1))))) ; 1
match-rtn? (2 21 (?2 1))
(or (match-rtn? (1 ((?23 1 ))% ;2
match-rtn? (1 ((?3 1) (?4 1)))))))

canbi at a- r t n? checks whether the four notes in the argument list form a proper cambiata rtm-

pattern (see the alternatives A, B, C and D in figure 5.60).1 The function consists of two or clauses.
In the first one we check the rtm-patterns for ?1 and ?2 and in the second one those for ?3 and ?4.

We need still two help functions: one for passing notes, called scal e- noven?, and one for nei-
ghbor notes, called si de- noven?.

(defun scal e-nmoven? (nl n2 n3) ...)

scal e- moven® returns t r ue if N1, n2 and n3 are in ascending or descending order and the ad-
jacent note intervals between them do not exceed a major 2nd.

(defun side-noven? (nl1 n2 n3 &optional (only-down t)) ...)

si de- moven?, in turn, returns t r ue if N1 is equal to N3 and N2 is maximally a major 2nd higher
or lower than n1. The optional argument, onl y- down, is a flag indicating if only downward mo-
vements are allowed.

Now we are able to write a rule that handles all upbeat dissonance cases: passing notes, neighbor
notes and cambiatas:

H2:
(* ?21. 722 ?3 ?4
(2 f
(if (match-upbeat-rtn? ?1 ?2) 1
Iet_g(nl (m?1)) (n2 (n1?2%) gn3 (m ?3)))
(it (har noni c- di ssonance?’ ?2) ;2
(or (and (canbiata-rtn? ?1 ?2 ?3 ?4) ;3
canbiata-ints? ?1 ?2 ?3 ?4))
scal e-moven? nl n2 n3 ;4
) si de- noven®? nl n2 n3) )
t)) "passing notes, neighbor notes and canbi atas")

We collect the last four melodic notes. Then we call mat ch- upbeat - r t n? to check if ?2 is an up-
beat note (1). If this is the case, we check if ?2 forms a harmonic dissonance (2). If the test fails, i.e.
?2 is a consonant note, the rule returns t r ue, as we can always accept consonant upbeat notes.

1. Note that the first and the third rtm-pattern (A and C) contain only three notes. This means
that the fourth note can be of any rhythmic value.
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However, if the harmonic dissonance test succeeds, it means that ?2 is a dissonant note. In this
case we first check whether we have a proper cambiata case (3). If this test fails we check if ?2 is
a potential passing note (4). If we fail again we finally check if ?2 is a potential neighbor note (5).!
If all cases fail then the whole rule fails. This is because ?2 does not form a proper upbeat disso-
nance.

5.3.3.3.2 Suspension

In our discussion we will consider only two harmonic cases for a downbeat note: either it is con-
sonant or, if it is dissonant, it has to form a suspension with its harmonic-context.

Of the rules discussed in this chapter the suspension rule is the most difficult. This is because we
must recognise, among other things, special rhythmic conditions before allowing suspensions.
For instance, when discussing passing notes, neighbor notes and cambiatas, we were able to de-
fine the allowed rtm-patterns locally inside one voice. In case of suspensions we have to deal with
situations where the rtm-patterns are distributed between two separate voices.

Figure 5.61 gives two fast and figure 5.62 three slow versions of possible suspension rtm-patterns.
In all cases ?1 prepares the suspension, ?Dintroduces the downbeat dissonance and ?2 resolves
the dissonance by moving stepwise downwards:

A J B J B: J J:J
71 r 70 71 r 70

70 YD

Fig.5.61: Suspension rtm-patterns, fast versions.

E:J"—————aJ D:'J'“_———aJ E:J J‘“—,J
71 72 71 7p P 22

i i i

2D 7D 7D

Fig.5.62: Suspension rtm-patterns, slow versions.

Let us start by defining a function, suspensi on-rt m nat ch?, that matches the possible suspen-
sion rtm-patterns:

(d(ef ug suspensi on-rtmmatch? (?1 ?2 ?D)

an

Edownbeat? ?Dg 1
< (startt ?1) (startt ?D) (startt ?2)) ;2

1. We do not give here the optional argument to si de- moven®? which means that we allow only
downward neighbor notes.
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(or gnatch-rtnv (2n$(71 3) 572 133)) ;3
and (match-rt 1 ((? % C 4
(ggatch-rtrng”?tlc?ir?ﬁng)g)l)§& 0( b 1)) .5
(and (or ggggﬂm%”flgg (&3?31331))) (1 (1.0))) ; 6
match-rtn? (3 )
(match-rtn? (1 ((? )))) D7
(match-rtn? (2 ((?D 1)))))))))! , 8

suspensi on-rt m mat ch? receives ?1, ?2 and ?Das arguments. [t returns t r ue if they form one
of the rtm-patterns found in figures 5.61 and 5.62. We check first that ?D, i.e. the dissonant note,
is on the downbeat (1) and that the start-times of ?1, ?Dand ?2 are in ascending order (2). Then
we proceed to the fast versions A (3) and B (4) (see figure 5.61). If either A or B produces a match,
we test whether or not ?Dis a quarter note (5). In the slow versions, in turn, we first go through
all possible rtm-patterns for ?1 (6), then for ?2 (7) and finally for ?D (8).

We also need a simplified version of the function har nmoni c- di ssonance called har noni c-
di ssonance2?.Ithas two arguments ?1 and ?2, and it returns t r ue if they form a harmonic dis-
sonance:

ssonant - bass-int? i nt
ssonant -upper-int? int))))

(d un har noni c- dlssonancez? (?1 ?22
| et (Elnt abs (- (m?1 En1?2)) ))
(|fd or (bass- |ten? ?1 bass-i1ten? ?2))
|
di

2

We come now to the second part of our problem. It is not obvious at what stage, in the name of
efficiency, the suspension rule should be run. The problem lies again in the fact that the musical
context is spread between two voices. One solution is to split the problem in two parts. In the first
part we test if a note forms a potential dissonant note in a suspension (see at ?Dbelow in figure
5.63):

1+

Fig.5.63: Is ?D a potential suspension dissonance?

1. We use in this expression a variant of the mat ch- r t n? nacr o called mat ch- rt n2?. The
difference is that mat ch- rt n2? can accept two adjacent rtm-patterns as argument not just one.
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The first part of the suspension rule is defined as follows:

H3:
(* ?D (7?2 f (susloen5| on-part1? ’)D)) ] )
" Suspensi on ru part 1, should be used with suspension-part2?")

The rule calls the help function, called suspension-part1?:
(defun suspensi on- Bart1’> (?D)

(if (downbeat? ? ;1
(I?t ((?prev (prev item ?D)) ?2 harnonic-int)
not
(find-if-not
# (1 anmbda (71)
(i f (harnoni c-di ssonance2? ?D ?1) ;2
(and (setqg ?2 (next-item ?1) ;3
suspensi on-rtmnmat ch?” ?1 ?2 ?D ;4
if ?prev (nenber (akl)sz( %m”prev) (m?1))) .
setq harnonic-int (- (m?1) (m?D))) ; 6
if ('plusp harnonic-int
(menber (m)d harnonic-int 12) ' (5 10 11 P T
t;g (rmenber (nod (abs harnmonic-int) 12) '(1 2)))) ; 8
(hc ?D))))
t))

suspensi on- par t 1? has one argument, ?D, that is the hypothetical suspension dissonant note.
We first check if ?Dis on the downbeat (1). If this is not the case then suspensi on- part 1? re-
turns t r ue as we are not interested in this rule in upbeat notes.

If, however, ?Dis on the downbeat, then we continue with our assumption. Next we ask if we find
among ?D's harmonic-context a note that both forms a dissonance with ?D and is not (we use
find-if-not)a proper candidate for the first note in a suspension (see at ?1 in figure 5.63). If
such a note is found then we know that ?D can never be a proper candidate because we allow on
the downbeat only suspensions or consonances. In this case suspensi on- part 1? returns ni |
(we use not around fi nd-i f-not). The purpose of suspensi on- part 1? is to guarantee that
all candidates at ?Dare either consonances or potential suspensions.

We will next take a closer look at the expression inside f i nd- i f - not . We first check if ?1 (the
current note of the harmonic-context of ?D) and ?Dform a harmonic dissonance (2). If ?Dis a con-
sonance we return simply t r ue meaning that f i nd-i f - not will continue.

If, however, ?Dis a dissonance, we must check that both ?1 and ?Dare valid candidates for a sus-
pension. We read the next melodic note of ?1 and call it ?2 (3). We now test if ?1, ?2 and ?Dhave
valid suslpension rtm-patterns (4). If this is true we check that the melodic movement to ?Dis step-
wise (5)." Then we calculate the dissonant harmonic interval, called har noni c-i nt (6). Finally,
we check that har moni c- i nt is of an allowed type. If ?Dis below ?1, then the following inter-
vals are allowed: perfect 4th and minor and major 7th (7). If ?Dis above ?1, then we permit only

minor and major 2nds (8).2

1. The note before the downbeat dissonant note, i.e. the note preceding ?D, should move stepwise
to the dissonant note (de la Motte 1981:83). A less strict version of the rule could disregard this
check.

2. dela Motte (1981:83).
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We have not solved the whole problem yet. When deciding for the candidates for ?D we do not
yet know the pitch of 22.1 After running the first suspension rule we know that all candidates at
?Dare either consonances or potential suspensions. We have to complete the suspension rule by
checking that ?2 resolves the suspension in a correct way (see below figure 5.64).

p .
2D T

Fig.5.64: Is ?2 resolving a suspension?

Next we define the second part of the suspension rule:

H4.:
(* ?1 ?2 (?if (suspension-part2? ?1 ?2))
"Suspension rule, part 2, should be used with suspension-partl?")

The second suspension rule calls in turn the help function suspensi on- par t 22.

(def%n suspension—gartZ? (?1 ?2)

rev ?D "
(| (domnbeat9 ?1) ;1
(fln -if-

(|f ( and (har noni c- di ssonance2? ?1 ?D) ;2
sus ension-rtmmatch? ?1 22 ?D) ; 3
(?f er TR ST S 2
(hc ?2)
t))

suspensi on- part 2? receives as arguments the resolution part of a potential suspension: ?1 and
?2 (figure 5.64). We first check if ?1 is on the downbeat (1). If this is not the case, we returnt r ue
because this cannot be a suspension case.

If, however, ?1 is on the downbeat then we continue with the rule. We look among ?2's harmonic-
context, hc, for a candidate, ?D, that is dissonant with ?1 (2). Also we check if ?1, ?2 and ?Dhave
valid suspension rtm-patterns (3). If these tests return t r ue we test if the melodic movement of
?1 and ?2 is downwards and stepwise (4). If the latter test returns ni | we know that ?2 cannot
be accepted as it does not resolve the suspension correctly. This means that the rule fails (again
we use f i nd-i f - not inside not ). In all other cases suspensi on- part 2? returns t r ue.

1. ?2 is the note that should resolve the suspension (figure 5.63).
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534 Defining Search-Space for a Polyphonic Search Problem

5.3.4.1 Search-Space Score

So far we have defined the search-space by giving a list of candidates for each search-variable.
This scheme is not anymore appropriate for a polyphonic search problem. This is because there
is no more a direct relationship between the given search-space list and the order in which the
search-variables are being processed during search. We need new tools to specify of the domains
of each note in an input score.

A simple way to enter the search-space for a polyphonic search problem is to define a static range
for each part. This is done by giving a list of lists where each sublist determines the range of a part
in MIDI-values. Let us, for example, assume a score having two parts and a search-space that is
defined by the following range lists: ((60 74) (48 69)) . The first sublist, (60 74), indicates
that the domains of all notes in the first part are in the range 60 to 74. The second sublist, (48
69) , defines the domains of the second part in the same way.

If, however, we want to define dynamic r anges then this is done by preparing a score in a poly-
phonic PW RTM edi t or . This score, called search-space score, must have the same number of parts
and measures as the input score. Each part, in turn, contains a two-note chord sequence defining
the dynamic r anges for this particular part.

For instance, let us assume that the user has prepared the following input score (figure 5.65):

I IR NPE: | PR P
E S I I p P IO IR DA I o R

Fig.5.65: The user defines the rhythmic structure for a search problem.

Let us next make a search-space score with two parts, each part having five measures. The r an-
ges are given by the following two-note chord sequences (figure 5.66):

Fig.5.66: The user defines the search-space for the input score given in figure 5.65.
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The domain r anges of each note in figure 5.65 is determined in the following way. We first con-
nect in the search-space score all upper notes of part 1. This gives a dynamic high limit for the first
part (see the dotted lines between notes in figure 5.66). Then we connect all lower notes of the
same chord sequence and get the respective low limit. We repeat the same process for the second
part.

Finally, a given note finds its range by reading its parts limit values at its attack time. Figure 5.67
below gives the first parts of the input score and the search-space score of our example. The r an-

ges of each note are shown in the search-space score either by two-note chords or two-headed
arrows:

I T Y R A P
- 'rgg -

S amcs
ol
-3

.13 - 1 |
T | i |

Fig.5.67: Determining the dynamic r anges for an input score.

5.3.4.2 Constraining Notes

In section 5.1.2.3 we mentioned an attractive PWConstraints feature allowing us to manually
"compose" parts of a solution in advance. This was done by constraining notes so that their do-
mains include only one value. In a polyphonic search problem this possibility is of great interest
as we can mark the constrained notes directly in the input score.

Figure 5.68 below gives an example where the user has "fixed" a cadence within a rhythmic struc-
ture. The constrained notes, i.e. notes that must be found in the result, are marked by a small "
sign. The "free" notes, i.e. notes that will be "composed" by the system, are not marked. In our
example the first notes of parts 1 and 2 are free notes and their pitch has no special meaning.
However, C5, B4 and C5 of part 1 and D4 and C4 of part 2 are all fixed notes and will remain unal-
tered in the result.

1

g' L ‘ i lr
£ s

—a— —a—

Fig.5.68: A cadence fixed by the user.
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535 PW Interface

The interface between a polyphonic search problem and PW is defined by the function scor e-

PMC:

(defun score-PMC gn}lines ranges rul es
we-rul es heuristic-rules non-attack-rul es
prepare-fns+args all owed- pcs
sol s-nmode rnd? print-fl) ...)

scor e- PMC has following arguments. m | i nes is a list of neasur e- | i nes, defining the input
score. r anges is either a simple range list, a list of lists of r anges or a list of measur e- | i nes. In
the latter case the argument is given as a search-space score.!

The next three arguments define the different rule types given by the user. The first one, r ul es,
is a list of ordinary PWConstraints rules. The second, heuri sti c-rul es, is a list of heuristic

rules.? The third, non- at t ack- r ul es, is a list of non-attack rules.’

pr epar e- f ns+ar gs is a list of user-definable preparation functions that are called before the
search starts. They allow the user to customise the search problem. al | owed- pcs, in turn, is a list
of allowed pitch-classes. It is used to filter unwanted pitch-classes from the domains of the search-
variables. For instance, by giving thelist (0 2 4 5 7 9 11) we permit only "white" notes of
the piano keyboard. In other words we exclude the pitch-classes 1, 3, 6, 8and 10.

Finally, the last three arguments, sol s- mode, rnd? and pri nt - f| are identical with the argu-
ments for the PMC function described in section 5.1.4, so we will not comment them here.

scor e- PMCreads its inputs, makes an instance of a search-engine, creates a part - col | ecti on
object and starts the search. When the search is finished scor e- PMC updates the input score by
writing the result directly in the polyphonic RTM edi t or .

Figure 5.69 shows an example of a polyphonic search problem in PW. It contains a scor e- PMC
box (see arrow scor e- PMC). The first input for it is a input score containing three parts (arrow
scor e). The rhythmic structure of the input score has been prepared by the user in the "scor e"
window.* Ther anges input is given by the list ((60 79) (54 75) (52 69)) (arrowranges).
The rules are defined in the text-editor window "Rul es. Li sp" (arrow r ul es). This example uses
neither heuristics rules nor non-attack rules, thus the inputs for them are (). We give here no
preparation functions. The allowed pitch-classes are given by thelist(0 2 4 5 7 9 11) (arrow
al | oned- pcs) .

1. The search-space score was described in section 5.3.4.1.

2. Heuristic rules were described in section 5.2.4.

3. Non-attack rules were described in section 5.3.2.11.

4. One should note that the user has constrained some notes in the cadence manually. These no-

nn

tes are marked in the "scor e" window with a

=

ches of all other notes are still undefined and will be determined by the search.

sign. See for more details section 5.3.4.2. The pit-

122 - PatchWork - PWConstraints



score

1 q _ _ . N .
4
e ! r r r T
& i f f = = i
[ —— = —— = = - —-— = —-—
4 — — -
2 4
e — . . . . "
i — : i ! = i
[y - - - - - —a— =
4 _ _ .
] 4
i ] i i i i
[y - = —a— —-— —a— = —a—
Rules.lisp
oF P PZ (i i f (member (- m F2) (m F12) 'C 1 -1 2 -23 -2 4-43-57 -7 12 -12 800

ok P P2 PR i Cif fhnot Ceg-set ‘(3-11ag 3-11b 2-10 2122 {m P1> (m ?2) <m P22 t :jumph
ok P P2 PR 4?5 YR (Fif Cif (r= (length dremove-duplicates C(list dm ?12 dm P23 dm P33 Om
"always 4 new pitches win = 6”2
ok P PR PR P4 TS 76
CFif Cif Clet (dmidis Clist (m 712 {m 222 <m ?32 (m 42 (m ?S) <m FEAaa2

(<= Cannln #'may (mancar #'Clambda (midi Y Ceonkt midi midi=sy midi=yy 230 t - iumnhack 33
PW-interface-test SE
scare ]t i t il
EA
e ]|((5D Tar (54 T3 (52 E!Q))| é ranges
rules SR const — o
rules
|CD245?Q 112 |
al lowed-pcs
const — d
% score—PHMC
Score—pme E

Fig.5.69: A polyphonic search problem in PW.
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